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PREFACE

The triennial International Alloy Conferences (IACs) aim at the identification and
promotion of the common elements developed in the study, either experimental,
phenomenological, or theoretical and computational, of materials properties across
materials types, from metals to minerals. To accomplish this goal, the IACs bring
together scientists from a wide spectrum of materials science including experiment,
theory, modeling, and computation, incorporating a broad range of materials properties.
The first IAC, IAC-1, took place in Athens, Greece, June 16-21, 1996. The present
volume of proceedings contains the papers presented at IAC-2, that took place in Davos,
Switzerland, August 8-13, 1999.

The topics in this book fall into several themes, which suggest a number of different
classification schemes. We have chosen a scheme that classifies the papers in the volume
into the categories Microstructural Properties; Ordering, Kinetics and Diffusion;
Magnetic Properties and Elastic Properties. We have juxtaposed apparently disparate
approaches to similar physical processes, in the hope of revealing the dynamic character
of the processes under consideration. We hope this will invigorate new kinds of
discussion and reveal challenges and new avenues to the description and prediction of
properties of materials in the solid state and the conditions that produce them.

Microstructural characteristics provide access to both the design of materials and
their physical history. Microstructure can determine the physical properties of a material,
can speak volumes of the conditions that formed it and can contribute to its future
evolution. Thus microstructure can be of as much interest to those who would like to
reconstruct conditions (archeologists, forensic engineers and geologists) that caused
certain microstructures as to those who wish to fabricate materials with new properties or
predict their failure. The Microstructural Considerations Section contains contributions
that discuss the potential contribution of microstructure to the future development and
properties of a material, including works on phase transformations, diffusion, phase
instabilities, grain and twist boundaries, and the effects of electronic structure on
properties.

The section on Ordering presents contributions to the characterization and modeling
of ordering phenomena. The section includes studies oriented toward discovering
comprehensive principles of solids, as well as more focused studies that discuss the
relative applicability of modeling approaches to explain experimentally observed
perturbations of a system and their effects on ordering. Articles on ordering are also
found elsewhere in this volume within the Kinetics and Diffusion Section and the Elastic
Considerations Section.

Papers in the Kinetics and Diffusion Section address processes that are timed in spans
of minutes to potentially thousands of years. Applications range from the development of
more efficient materials to understanding the history of the earth. Although the
application, scale and heterogeneity of the systems studied in this section vary markedly,
the fundamental mechanisms that govern the processes of interest are essentially the
same.
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The ability to predict and understand phase transitions is at the heart of predicting
material properties in inaccessible conditions, whether due to scale, temperature, pressure
or time. Properties of the phase transitions themselves are keys to engineering design.
Experimental and modeling papers represented in the Phase Stability and
Transformations section push the limits of understanding these phenomena in all those
directions and at a number of scales. The experimental design required to understand
crystal configurations (symmetry and lattice parameters) under extreme conditions can be
a challenge in itself. As for the other topics in this book there is synergy between model
construction and experiment. The experimental results at times pose questions that may
be addressed through models, and the models drive new possibilities that can be verified
through experiment.

The understanding of magnetic properties in alloys clearly requires the need for
connecting length scales. From electronic structure to microstructure, the papers in this
section deal with both theoretical and experimental challenges of describing magnetic
behavior over a wide range of length scales. The issues addressed in the Magnetic
Properties Section explore a variety of microstructures ranging from thin films to bulk
materials. Experiment and theory/computation are well represented in this domain. Giant
magnetoresistence effects, ballistic transport, Fermi-surface and charge transfer effects
are discussed, along with the relative merits of different computational techniques used in
these studies.

The last section, entitled Elastic Properties, contains contributions related to elastic
effects. The themes that are explored relate to the accommodation of an imposed
pressure, various relaxation effects, the loss of elastic response, and phase stability
considerations as they relate to elastic constraints. The work represented in this section is
diverse and appears to only scratch the surface of a wide range of dynamic effects caused
by elastic response that range from subtle interatomic relationships to property-
determinant processes, all of which may provide the basis for future materials design.

As the editors of this second IAC, we are grateful to a number of organizations for
their generous financial support. We express our gratitude to the United Engineering
Foundation, especially Norm Stoloff and Barbara Hickernell; the Materials, Metals and
Minerals Society, through its Electronic, Magnetic, and Photonic Materials Division; the
U.S. Office of Naval Research Materials Division, the U.S. Army Research Office
Physics Division, and to Lawrence Livermore National Laboratory Chemistry and
Materials Science, and Earth and Environmental Sciences Divisions for their timely
approval of our proposals for financial assistance and their generosity. We are also deeply
thankful to the United Engineering Foundation that agreed to make the IAC part of their
regularly sponsored conferences, and for providing an outstanding administrative
assistance in the execution of IAC-2. Finally, we thank Kluwer/Plenum for publishing the
proceedings of the conference and for their patience while they were being assembled.

A. Meike
A. Gonis
P. E. A. Turchi
K. Rajan

March 2000
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FAST IONIC TRANSPORT ALONG TWIN WALLS IN FERROELASTIC
MINERALS

E.K H.Salje

Department of Earth Sciences
University of Cambridge
Downing Street

Cambridge, CB2 0EQ, UK

INTRODUCTION

lonic mobility is often enhanced for transport along grain boundaries when compared
with bulk transport. Fine grained ceramics may show much faster transport than single
crystals and, thus, observation of fast transport in the natural environment (e.g. mineral
assemblies) could be conjectured to be intrinsically linked to grain boundary effects.(?
This conjecture may not be correct for ferroelastic minerals, however. Such minerals
undergo ferroelastic phase transitions which generate characteristic microstructures.®’
Simple elements of ferroelastic microstructures are twin boundaries which often combine in
order to form more complex patterns such as needles, combs, junctions and forks. In each
case the local structural modification inside a twin wall is rather subtle because there are no
topological defects present as in grain boundaries. The only changes are small variations of
atomic bond distances and/or local changes of atomic ordering schemes. Despite the
relative weakness of the structural perturbations, it was found that transport along
ferroelastic twin boundaries can be strongly enhanced.

The key experiment which proved enhanced transport of oxygen along twin boundaries
was performed by Aird and Salje.) In this experiment, the incipient phase transition
between insulating WO; and metallic electron conductor WOs., was used to probe the
transport along twin walls. A twinned WOs crystal was heated at 730 K in a sodium
vapour. In a gas transport reaction, oxygen from the surface of the crystal was removed.
These oxygen positions were then replenished by diffusion of oxygen from the inside of the
crystal, leaving behind oxygen vacancies in form of WO;,. Optical inspection of the
sample showed that metallic WO;., was formed near the surface of the crystal and along
connected twin boundaries while the bulk of the material remained insulating. The
interconnectivity of the metallic phase was then measured at low temperatures at which
WOs., becomes superconducting. Indeed, fully connected superconducting pathways were
observed along twin boundaries. This experiment clearly demonstrates that preferential
transport of oxygen along ferroelastic twin walls exists in materials with perovskite
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structures. Later work confirmed this observation and showed that also Na-ions can be
transported preferentially along twin boundaries.

Similar effects are expected to occur in other minerals with Ar in feldspars as a typical
example. It is the purpose of this chapter to illustrate the geometric and energetic properties
of twin boundaries in minerals and non-metallic materials. Emphasis is put on the
observation that boundaries between two twins are not atomistically narrow but are
typically Inm-7nm wide which is sufficient for some localised transport paths.*%"

FERROELASTIC TWIN WALLS

The most simple description of the internal structure of a ferroelastic twin wall follows
from the minimisation of the energy density of the ferroelastic phase transition:

8-“Gdr3 =0

and a Landau potential of the form
1 8 0 1 1
G =—A8,| coth —=~coth—=|Q* +—-BQ* +—g (V
> s[co T co TJQ 7BQ +5e (V)

where 6; is the quantum mechanical saturation temperature, Q is the order parameter, g is
the Ginzburg (or dispersion) parameter and A, B are parameters related to interatomic
interactions.® The minimum condition leads in differential form to an Euler-Lagrange
equation with the appropriate boundary conditions. The solution is

X
= tanh —
Q=Q, anW

W?2=2¢g /I:A(-)s[coth 8 _ coth giﬂ
T T,
and shows the classic divergence of the equivalent correlation length at T — T..®
Experimental observations determined the Ginzburg parameter leading to a wall thickness
at T- 0K between 2W,/a=2 and 2Wy/a=12. The parameter a indicates the lattice
parameter of the material. The wall energy at T — OK is in this approximation for a second
order phase transition

Ewall = Wo (ATc2 /B)

with numerical values of some 102 J / m? This energy is of a similar order of magnitude as
surface energies.

Once a single twin is generated inside a large crystal at T << T, its lifetime is virtually
unlimited. There is no mechanism in a stress-free crystal by which the crystal could get rid
of the twin wall. The only possible decay channel is the lateral movement of the wall until
it disappears through the surface. This lateral movement is prevented, however, by lattice
pinning and the fact that atomic fluctuations around a twin wall will not lead to its
macroscopic movement even on a geological timescale."*!"




Several twin walls can combine to form a hierarchical structure which may represent
equilibrium configurations under suitable boundary conditions or they are the result of
kinetic processes. The latter case is most important in ferroelastics of the order/disorder
type in which the strain is generated by atomic ordering processes rather than atomic
displacements. It has been shown that strain coupling between the ordering atoms is the
dominant interaction mechanism in most materials. In this case, the relevant energy
expression for the whole system can be expressed as *?

E=%uT¢u—uTF6

where u is a column matrix of arbitrary atomic displacements, superscript T denotes a
transpose, and ¢ is the matrix of interatomic force constants as frequently used in lattice

dynamics. Also 6 is the column matrix of Q (R,) of the occupancies at the position Ry. (3
(R)) is related with the scalar order parameter Q via

1 ~
__I\TZQ (Rl)

where the summation is carried over the whole sample. F is a matrix which contains a set
of force constants describing the structural deformation as a function of the ordering
process. This energy expression can now be minimised with respect to the displacements u
leading to new displacements u' and an Ising-type energy:

.._l_vT -_lNT TA-1A
E=Zu" ¢u 5 QFIEQ

The displacement u' and the local order parameters Q are now completely decoupled. The

first term represents the energy of a harmonic crystal in which the effective exchange
energy J (R) becomes

J(R)= F'¢'F

The actual form of J(R) is quite complicated owing to the large range of the elastic forces
and their strong anisotropy. At large distances one obtains the following asymptotic forms
in ferroelastic systems:

J(R) —~ A4Y4m (el(p)+ AZ Y2m (el(P) + £
R’ N
where Y, represents the spherical harmonic order [ The first term decays with the third
power of the interatomic distance which leads to the long range interaction between domain
structures. The last term is the Zener-Eshelby interaction and relates to the assumption of
free boundaries of the crystal with N atoms and its change of shape on undergoing the
ferroelastic phase transition."® It is this term which determines the transition temperature
while the first term governs the spontaneous formation of microstructures.
The phase transition is governed by the long-ranged anisotropic forces resulting from
the elastic response of the lattice. This behaviour effectively suppresses critical fluctuations
in the ferroelastic systems, making their mean-field description almost exact with zero or



very small Ginzburg intervals. The thermodynamics of the system can be formulated in
terms of Landau-Ginzburg functionals which are capable of describing an inhomogeneous
state with domain walls, including their energy and equilibrium shape. Bending of domain
walls then require non-local theories which introduces extra analytical complications.

The evolution of microstructures can now be explored by numerical simulation. For this
purpose, the crystal structure is divided into an elastic matrix and the active atoms which
are involved in the ordering process. The jump of atoms between different sites in the
crystal structure is then simulated by Monte Carlo methods. The relaxation of the elastic
matrix is calculated by direct energy minimisation or molecular dynamics techniques. A
typical time sequence of microstructures is shown in Fig. 1.04!51617

A snapshot of a ferroelastic fluctuation at T >> T, is shown in Fig. 1a. The crystal has
‘the characteristic tweed pattern of interwoven boundaries between the two ferroelastic
states (red and green) with undistorted regions (yellow) reminiscent of domain walls. Once
this sample is quenched to T < T, the fluctuations coarsen rapidly to a tartan pattern with
better defined wall segments. Further time evolution relates to the formation of straight
domain walls and needle domains. Needle domains combine to form comb patterns. Such
patterns then transform into stripe patterns via the retraction of individual needle domains.

While some domain wall orientations are fully determined by crystallographic
symmetry operations, others are not.*’ In the first case the walls are called W-walls while in
the latter case they are indexed W'-walls. The W'-walls depend sensitively on local strain
fluctuations. A typical example for the time evolution of W' walls in feldspar is shown in
Fig. 2. The phase transition relates to the ordering of the Al and Si in akali feldspar with Al
on either in one of the two positions of the two ordered domains (blue or yellow) or in
another position which is fully occupied by Si in the ordered state (white)."® For the t = o
initial configuration the random, high-temperature distribution of Al is shown. Cooling the
sample increasingly eliminates the energetically unfavourable white positions and leads to
cluster formation of the predominantly blue and yellow patches. The walls between the
domains are ill defined and wiggle around their equilibrium position. Wall-like features are
only recovered after very long annealing times. This tumbling of W' walls at early stages of
atomic ordering is also observed in the mineral cordierite (Al, Si ordering in Mg,A14Si505)
while the kinetic processes in displacive systems are often too rapid in order to allow the
observation of such wiggly W' walls.

While these microstructures are transient (although sometimes with lifetime on a
geological time scale) similar structures can be observed as true equilibrium structures if
suitable boundary conditions are applied. A typical example is the formation of stripe
pattern in films of YBa;Cu307.5 (YBCO) on SrTiO; substrates.®. The main reason for such
differences is the presence of elastic stresses near the contact between the thin film and the
substrate which do not exist in single crystals. The difference between lattice parameters of
the film and the substrate (the "lattice misfit") causes deformations in both materials. The
deformation of the thin film directly affects the process of oxygen ordering. Another
possible reason for the appearance of the substrate-generated stresses in the film is the
formation of mismatch dislocations near the interface. The dislocations are expected when
the lattice misfit between the film and the substrate is relatively large and coherence of the
film-substrate interface cannot be preserved.

INTERNAL WALL STRUCTURES

Transport in twin walls is related to the local structural environment. Even small
structural modifications of the wall structure are expected to show significant changes of
the transport coefficients. We now consider the example of the mineral cordierite,
MgALSisO s to demonstrate a possible mechanism by which wall structures can be
modified. Al and Si atoms in cordierite are disordered in a hexagonal structure at high
temperatures and order at low temperatures.
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Figure 1. Microstructures and twin formation as simulated by molecular dynamics calculations (for details
see Saljee& Parlinksi, 1911). The system has been equilibrated at T = 1.75 T, and subsequently quenched
below T, and annealed. The annealing temperatures are 0.93 T, (a—d), 0.83 T, (e=h) and 0.73 T, (i—1 ). The
patterns occur after different annealing times. The time steps are: (a — e —i) directly after quench (0.4 time
units) (b, f, j): 6 time units, (c, g, k): 13.6 time units and (d, h, 1): 26 time units. The series a—d shows local
fluctuations in 2 matrix which coarsens with increasing annealing time. The series e~h shows rough twin
walls a coarsening of the twin structure, i~1 shows sharper twin walls with intersection only in (i) after the
quench.




The symmetry reduction from hexagonal to orthorhombic cordierite relates to the point
groups 6/mmm and mmm, the active representation is E,. In such a case, the expected form
of the Landau potential (truncated to three terms) is given by"?

G:-;—A(qlz +q22)+%B(qf +q§)3'2cos[3 tan™ ~[1—‘J+%C(qlz +q2)

g

It depends on two components of the order parameter, q, and g, In the simulation of
Blackburn®, Blackburn and Salje ", we only allow orthorhombic cordierite to form. This
constraint corresponds to setting B very high in the above equation. Thus, the free energy of
the system is minimised when the second (angular) term is minimised. This happens when
the cosine is equal to ~1 which occurs when q, / q, is given by * B or 0. This gives three
possible values of the (normalised) vector order parameter q:

q=(q,92)=(0, 1), (xV3/2,-1/2)

which correspond to the three domains. The three strains for such domains with respect to
the crystallographic axes are:

-1/2 =372 0 172 =372 o 1 0 0
e=¢/-V3/2 112 0le,=¢/-372 1/2 0le,=¢0 -1 0
0 0 0 0 0 0 00 0

We see that the order parameters are simply the reduced spontaneous strain components,
e,,/e and e,,/e with:

e,/e =g, = sin (/2 + 21 /3s)
epfe = q; =cos (/2 + 21 /3s)

where s is a ring spin value. Thus, the order parameters can be calculated from its spin
value. As we go through the wall in the y direction we see a stepwise variation of the order
parameters. In a real wall it is expected that gradient energies will smooth off the order
parameter profiles. Also shown are the normalised order parameters, Q, and Q, which are
given by ’

Q,=2/,/3q,Q, =2/3(q, +1/2)

which give values of Q = (Q1,Q2) = (+1,0), (0,1) for the three stable bulk configurations
expected.

Since the coefficient of B in the Gibbs free energy can always be set to —1, we can define G’
=G + B and write this out as:

1 1 1 1,1
G'= EAqf +ZCq1‘ + EAqi + Zqu Equqi

which is a standard 2-4 potential in q, and q, with a biquadratic coupling term. There are
only two coefficients, A and C because of symmetry constraints. In addition, we now add




Ginzburg terms to provide a gradient energy and integrate the free energy density to give
the total free energy:

2 2
R 1 g, ¥ 1 1 3 1
G =_[|iEAq12 +ZCQT +Y{aiyl] "2‘Aq; +2Cq; +Yz(%] +5quzqg}’)’

where y is a coordinate perpendicular to the wall. In writing the Ginzburg term in this
simple way (as a scalar field) we assume that the wall is flat with no twisting.
It is necessary to find the set of parameters A, C etc., which give rise to the bulk values

of q,and g, at T = O, these values are V3/2and-122 respectively. To explore phase space
more thoroughly, we generalise the Gibbs free energy to

_1
T2

1 1 1 1
Aqu + chqf + 'Z'Azqi + chq; Ecquzqg

Gl

Minimising this equation gives four solutions for q, (q, =0, 9, =0) (g, #0,9,=0), (4 =0,
g, #0),(q, 20, g, # 0). Clearly the latter is the one which corresponds to the required

ground state. It turns out that the required value of g, =(J§ /1,1/2), is obtained when

A= —1/4 (C2 + 3C])
Ay =-1/4 (3C, +3Cy)

These parameters give rise to q, = V37 2, q, =—1/2 as one minimum. However, the energy
of this minimum will only be less than those of the other minima if C, < C, as can be shown
by calculating the energies of the four minima of equation 4.8. If C, < C, then the q, =0, @
# 0 phase has a lower energy. At the critical point where C, = C, = C, we see that A; = A, =
A =-C, gives the required minimum. However, this critical point is a borderline case and
in practice it is necessary to perturb A, and A, slightly away from A and C, and C, away
from C:

A, =A+0A,
A,=A+8A,
C,=C+38C,
C,=C+8C,

in order to be able to realise the correct ground state. This perturbation implies that the
system is somewhat less than hexagonal in its high symmetry form. In experimental
cordierite, this could be due to external stresses, defects, finite size effects and edge effects
in the sample. In the computer simulation, edge and finite size effects will cause the
symmetry reduction. The free energy expression for a nonuniform distribution is therefore
given by:

2 2
, 1 1 d 1 1 aq 1
G'= jl:EAlq? +chq‘1‘ +Yl[ a(;‘ ) EAzqg + chq; +Yz( ay2 ] + Eczqfqg}y



We may now use the calculus of variations to write PDEs for the order parameters as the
system approaches its minimum free energy:

) 3G 9
q, =—-—=y, i—Alql —Cl(ﬁ - Cquqg

ot 8q, ay’
d &G o’
% ==x—="T E}%Az% - Clq; - Czqfqz
2
with the boundary condition:

9q, | =0
- ay Ay=t oo
9| 4y
L ay dy=too

Figure 2: Sequences of snapshots of the simulated twin microstructure corresponding to different annealing
times, ¢ (indicated in Monte Carlo steps per ordering atom). Only Al atoms distributed over Tl positions of a
single crankshaft are shown. Different symbols (heavy and lights dots) are used to distinguish between Tlo
and Tlm sites. The first snapshot in each sequence corresponds to the initial, totally disordered Al-Si
distribution. The annealing temperature is approximately 0.7T,.
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We now proceed to solve these equations numerically using an Euler method. The sample
is divided into grid points and the derivatives are written using finite differences. C, is
taken to be 1 and C, is 0.9 (so that C, is less than but close to C, as required). This gives
A’ =-0.975 and AJ=-0.925 at T = 0. Both A, and A, vary with temperature as:

A, =Ai(T—TC)=A?[1—TlJ

c

A=A (T-T.)= A‘%(FTLJ

c

so that the ratio A, /A, = A} / Ajis constantly equal to 39/37. In a computer simulation by
Blackburn and Salje (1999) the following values of A and A, were used

A, -0.975 |-0.800 |-0.600 |-0.400 |-0.200 |-0.100

A, -0.925 |-0.759 |-0569 |-0.379 |-0.190 [-0.095

Finally, one must choose values of the Ginzburg coefficients y, and y,. The parameter
which varies as a result of the formation of a sandwich wall but which is fixed in a strain
wall is g,. Therefore in order to encourage the formation of a sandwich wall we must set 7,
<¥,. Physically this means that topological walls form more readily than strain walls which
is indeed observed to be the case in the computer simulations of the atomistic model. We
therefore set ¥, = 1 and v, = 0.2. At higher values of v, the sandwich wall does not form.

The initial configuration used in the simulation was a tanh function for q, and Gaussian
peak for q, inside the wall. Fig. 3 shows the final, converged distributions of the order
parameters for the different A coefficients listed above. In each case, the program was run
until the free energy had reached its minimum to five decimal places and the order
parameter plots had converged to those shown in the figure.

We see that the choice of parameters does indeed give Q = (£, 0) in the bulk at T =0, A,
= —0.975 and there is a peak in Q, at the sandwich wall. If Q, were set at zero then there
would be no coupling and the Q, curve would be a tanh function with width o 1/(T, ~T). In
the T = O solution, however, Q, is considerably distorted away from such a curve by the
high value of Q, in the wall. In fact Q, almost reaches its saturated value of 1. Rather than
being Gaussian shaped, the Q, peak has a rounded tip and there is a dip in Q, at its base.

As temperature is increased, both order parameter maximum values decrease but their
widths remain approximately constant. The value of Q, in the bulk (away from the wall)
increases somewhat. Bearing in mind that Q, = 1/2(3Q, —1), it can be seen that the strain
component e,, o< ¢, continues to change sign inside the wall as expected. However, between
A, = 0.4 and -0.2, a phase transition occurs above which the sandwich wall takes on a
new profile. In this latter configuration, Q; is much closer to the expected tanh profile and
its width does change with temperature. Q, is much flatter and less sharp and resembles a
Gaussian distribution.

Returning to fig. 3 we observe that, at A; = 0.2, -0.1, Q, is above 1/3 both inside and
outside the wall indicating that g, and hence e, do not change sign as we move across the
wall. Certainly a configuration whereby 3 domains are placed together without interacting
with each other should have e,, changing sign like this: -1/2, 1, —1/2. Although such a strain
configuration is observed at low temperatures, it appears that the more rapid thermal
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fluctuation at high temperatures cause the system to escape from such a configuration and
adopt a new state with e,, positive in the bulk and becoming more positive in the wall. So
the strain component is not even attempting to change its sign but doing the opposite. This
configuration still has e,, = 0 inside the wall however: it is just that the direction of the
stretching and contraction in the wall have now reversed.

a8

A1=-0.800

] [] £ ) ) F) F) © © © L]

\ Al1=-0975

) 10

Figure 3a. Final (converged) order parameter plots at different temperatures. The expected sandwich wall is
stable until A| = 0.4 but then changes into another form at higher temperatures (see text)
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Figure 3b: Time evolution of order parameters at A, = —0.2. At this temperature the system moves away

from the expected strain configuration and adopts a different strain inside the wall (see text). The sequence is

from left to right and top to bottom.
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Q2

0
Q1
Figure 3c: Q,,Q, trajectories for a variety of temperatures (i.e. values of A, and A,). The parameter Q goes
from right to left in each case.

Bulk values of Q; simply decrease with temperature to zero at T = T, while the bulk
value of Q, first increases towards its infinite temperature limit of 1/3, then jumps above
1/3 as the transition point inherent in fig. 3 is passed then decreases to 1/3 with further
increases of temperature.

These sandwich walls are examples of chiral walls so called because the order parameter
Q rotates as we move through the wall. The direction of rotation indicates the chirality of
the wall. The free energy depends only on the squares of the order parameters q, and g, so
that the sign of the order parameters is irrelevant. Houchmandzadeh et al*” described how
this would lead to degeneracy between positive and negative chiral walls. However, in our
system the order parameters are linked to the strain components so that the signs of q, and

q, are significant. For example if (at T = 0) we again allowed g, to go from V37210 372
along y but had q, going as +1/2, in the bulk (outside the sandwich wall). However only
the strains are energy-allowed in the bulk and the value of e is fixed by the interaction
strengths between atoms. Therefore the two types of chirality are not degenerate in our
system and the chirality gives the energy minimum. The fact that the G-L equations shows
the chiralities to be degenerate is due to the approximations involved in formulating these
equations. :

These arguments clearly demonstrate that structural states which may not be stable
in the bulk can still appear inside the domain wall and significantly modify transport
properties. Sandwich walls will generally enhance the wall thickness and it may be
speculated that they enhance rather than reduce ionic transport. Further experimental
studies are needed to clarify this hypothesis.
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ABSTRACT

Grain boundary carbide precipitation and intergranular corrosion in sensitized austenite
stainless steel were examined by transmission electron microscopy (TEM) to clarify the
effect of grain boundary structure on precipitation and corrosion. A type 304 steel, which
had been solutionized at 1350 K was heat-treated at temperatures of 800-1300 K. Oxalic acid
etch and Strauss tests showed that the frequency of grain boundaries with M,;Cs carbide
precipitation and corroded boundaries increased with holding time at sensitizing temperatures.
The grain boundary carbide precipitation was observed during heat treatment at 1000 K by
TEM. Grain boundaries were characterized on the basis of the Coincidence Site Lattice (CSL)
theory using electron diffraction Kikuchi patterns. The observations revealed that the
propensity to intergranular precipitation depends strongly on the grain boundary structure.
Carbide precipitates tend to be detected at grain boundaries with higher X -values or larger
deviation angles (A6) from low- X CSL misorientations. The border lines between
precipitation and no precipitation can be drawn by a deviation parameter of A8/A6¢c, where
ABc is the maximum deviation angle by Brandon’s criterion. The border line of A6/A6c
decreased with the increase in the holding time at 1000 K. This means that the more ordered
boundary needs the longer time for intergranular carbide precipitation and corrosion than less
ordered or random boundaries.

INTRODUCTION

One of the major reasons for intergranular corrosion in austenitic stainless steel is
chromium depletion due to chromium carbide precipitation at grain boundaries. Several
techniques have been suggested to avoid the intergranular corrosion, such as reduction of
carbon content in the material, stabilization treatment by the addition of titanium, niobium or
zirconium. Recent grain boundary structure studies have shown that grain boundary
phenomena (grain boundary diffusion (1), precipitation (2,3), corrosion (4,5), etc.) strongly
depend on the grain boundary crystallographic nature and atomic structure (1). Time-
temperature-transformation and —precipitation curves reported for austenitic stainless steels
indicated that twin boundaries are not susceptible to both carbide precipitation and corrosion
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because atomic structure is highly regular and coherent as compared to other high angle
boundaries (6,7). Trillo and Murr (8,9) have shown remarkable resistance of coherent twin
boundary to carbide precipitation because of extreme low boundary energy. After a short
time exposure to a sensitizing temperature, such as in welding, an austenitic stainless steel has
a mixed structure of sensitized and unsensitized boundaries (10). This suggests that each
grain boundary has its own sensitivity to sensitization depending on the grain boundary
nature and structure (atomic regularity at the boundary), and that short-time sensitization,
such as weld decay(11), can be inhibited by controlling grain boundary nature and structure in
the material. The purpose of the present study is to make clear the relationship between
grain boundary sensitization and structure in an austenitic stainless steel according to the
Coincidence Site Lattice (CSL) theory (1), and to suggest that a suitable grain boundary design
and control (12-15) can prevent the weld decay in stainless steels, such as by a proprietary
thermomechanical process (16).

EXPERIMENTAL PROCEDURES

Table 1 shows the chemical composition of type 304 austenitic stainless steel used in this
study. The 304 steel sheets of 0.75x5x20 mm in size were solution-treated at 1350 K for 600
s, and then they were heat-treated at temperatures of 800-1300 K for 10-10*° s. Both
treatments accompanied water-quenching. These specimens were examined by 10% oxalic
acid etch and Strauss tests, and were observed by optical and transmission electron
microscopy. The crystallographic orientation in each grain was determined by electron
diffraction Kikuchi patterns. The grain boundaries were characterized on the basis of CSL
theory (17) using misorientation matrices (18-23), i.e. the deviation angle A0 from the
nearest-X CSL orientation relationship was given as the rotation angle of deviation matrix Md
from the misorientation matrix at a grain boundary (24). The maximum deviation angle, A8c,
which can be accommodated in a E-boundary by introducing grain boundary structural
dislocations, is given by Brandon’s criterion (25), A6c=15%Z" in degrees. A parameter AG/A6C
was used to evaluate the grain boundary regularity (26-28). The regularity of grain boundary
structure is considered to decrease with the increase of $—value, because the density of CSL
points in the two crystal lattices decreases (1). CSL boundaries with = <29 were regarded as
ordered boundaries in this study.

Table 1. Chemical composition of 304 stainless steel used in this study (wt%)

C Si Mn P S Ni Cr
0.055 0.60 1.00 0.029 0.005 8.48 18.28

RESULTS AND DISCUSSION

Figure 1 shows optical microstructures of heat-treated specimens at 1000 K after 10%
oxalic acid etching. The frequency of grooved boundaries increases with the holding time at
1000 K. The time-temperature-intergranular carbide precipitation diagram given by 10%
oxalic acid etching is shown in Fig.2. Solid circle indicates that grooved boundaries were
observed in the specimen. The number beside solid circle corresponds to the number ratio in
percentage of grooved boundaries to all boundaries in the specimen excluding twin boundaries,
and + sign means discontinuous grooves at boundaries as seen in Fig.1(b). The frequency of
intergranular carbide precipitation increases with the holding time at every temperature.
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Figure 1. Optical microstructures of 304 steel heat-treated at 1000 K for 0 s
(a), 100 s (b), 1000 s (c) and 10000 s (d).
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Figure 2. Time-Temperature-Precipitation diagram for intergranular carbide in 304

steel by oxalic acid etch test.

100 1000 10000 100000
Holding time (s)

19




Figure 3 shows optical microstructures of a Strauss-tested speéimen which had been
heat-treated at 1000 K for 1000 s. The specimen was oxalic acid-etched before Strauss test.
Figures 3(a) and (b) were obtained from the same area before and after bend test, respectively.
Some of the grain boundaries are cracked by bend test, as shown by arrows in Fig.3(b).
Figure 4 is the time-temperature-corrosion diagram given by the Strauss test of the heat-
treated specimens. Solid symbols indicate that cracked boundaries were detected after bend
test. The frequency of cracked boundaries is shown in percentage beside solid circle
(excluding twin boundaries). Solid square means that the specimen was fractured during bend
test. The frequency of cracked boundaries also increases with the holding time at every
temperature. These diagrams suggest that the time required for carbide precipitation and
corrosion depends on the grain boundary character at sensitizing temperatures. Stickler et al.
(6) and Cihal et al. (7) reported that general high angle (random) grain boundaries need shorter
time for carbide precipitation and corrosion than twin boundaries. However, Figs.2 and 4
indicate that the time is different even among general high angle boundaries, and suggest that
the time may depend on the grain boundary structure,

Figure 3. Oxalic acid-etched and Strauss-tested specimen which had been heat-treated at 1000 K for
1000 s: (a) before and (b) after bend test.

Figures 5 and 6 show grain boundary structures as revealed by TEM in a specimen heat-
treated at 1000 K for 100 s. Intergranular carbide precipitation is detected at the grain
boundary in Fig.6, but not at the grain boundary in Fig.5. Grain boundary characterization
with Kikuchi patterns revealed that the nearest CSL relationship is Z9 for both grain
boundaries, but the values of AB/A8¢c are 1.45 and 2.54 for the grain boundaries in Figs.5 and
6, respectively. The grain boundary with smaller A6/A8¢c has no carbide. Figure 7 shows the
relationships between grain boundary precipitation and regularity obtained from TEM
observations of heat-treated specimens at 1000 K for 10°-10*° 5. In the figures, the Z-value
of the nearest CSL is taken as abscissa, and the deviation angle A6 from the CSL is the vertical
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Figure 4. Time-Temperature-Intergranular corrosion diagram for 304 steel by Strauss test.

Grain A

Grain B

Figure 5. A grain boundary TEM structure deviated 7.25 degrees from X9 CSL orientation relationship in
304 steel heat-treated for 100 s at 1000 K.
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Figure 6. A grain boundary TEM structure deviated 12.72 degrees from X9 CSL orientation relationship
in 304 steel heat-treated for 100 s at 1000 K.
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axis. Solid and open circles indicate precipitation and no precipitation at grain boundaries,
respectively. Increases in AB and Z-value mean decrease in the regularity of grain boundary
structure”.

In the specimen heat-treated at1000K for 100s, as seen in Fig.7(a), only the boundaries with
lower regularity (high = and/or A8) have precipitates, and the borderline between precipitation
and no precipitation corresponds to the line of A6/A6c =2.4. Figures 7(b)-(d) indicate that the
AB/A6c values of borderlines are 2.0, 1.4 and 0.3 in specimens heat-treated at 1000 K for 10%5,
10*and 10*’s, respectively.

Figures 8 and 9 show grain boundary TEM structures in the specimen heat-treated at
1000 K for 10*°s. The long-time aging at 1000 K led to precipitation even at a £9 CSL
boundary in Fig.8 (A8/A8¢c =0.34), while the £3 boundary in Fig.9 (A6/A6c =0.16) was still
free from precipitation. Figure 7 reveals that a more ordered boundary needs longer time for
carbide precipitation and corrosion than a less ordered boundary. This tendency may be
resulted from more difficult nucleation and lower growth rate of carbide at a more ordered
boundary because of lower grain boundary energy. Figure 10 summarizes the relationship
between the A8/A8¢c of the borderline and the holding time at 1000 K. The A6/A8¢ decreases
with the increase of holding time. If the grain boundary structure could be kept smaller than
the A®/ABc in Fig.10 by grain boundary engineering (15,16), intergranular precipitation and
corrosion would not occur. The A8/A8c is much larger than 1 at a short holding time as shown
in Fig.10. This fact suggests that the conditions to prevent intergranular carbide precipitation
by controlling grain boundary character is not very severe for a short time exposure to a
sensitizing temperature, such as in welding thermal cycles. Grain Boundary Engineering (15)
could inhibit the weld decay of austenitic materials.

Grain B

Figure 8. A grain boundary TEM structure deviated 1.72 degrees from X9 CSL orientation
relationship in 304 steel heat-treated for 10** s at 1000 K.
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Grain A

Grain B

Figure 9. A grain boundary TEM structure deviated 1.38 degrees from X3 CSL orientation relationship
in 304 steel heat-treated for 10*° 5 at 1000 K.

precipitation

AB/AB ¢

no precipitation

° 100 1000 10000 100000
Holding time (s)

Figure 10. Effect of the deviation parameter AB/A8c from CSL relationship and the holding time on
intergranular carbide precipitation in 304 steel heat-treated at 1000 K.

24




CONCLUSION

The effect of crystallographic character of grain boundary on intergranular carbide
precipitation and corrosion was examined in a 304 austenitic stainless. The 304 steel was
heat-treated at high temperatures and observed by TEM. At sensitizing temperatures, the
frequency of grain boundaries with carbide precipitation and corroded boundaries increased
with the holding time. Grain boundary characterization revealed that the propensity to
intergranular carbide precipitation and corrosion depends sensitively on the grain boundary
structure. Carbide precipitates tend to be detected at grain boundaries with higher _-values or
larger deviation angles (A8) from low-X CSL misorientations. The border lines between
precipitation and no precipitation can be drawn by a deviation parameter of A8/A8c, where
Abc is the maximum deviation angle by Brandon’s criterion. The border line of A8/A6c
decreased with the increase in the holding time at 1000 K. This means that the more ordered
boundary needs the longer time for intergranular carbide precipitation and corrosion than less
ordered or random boundaries.
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ABSTRACT

The effect of grain boundary type on intergranular oxidation was studied in a nickel-
40at%iron alloy. It has been found that intergranular oxidation takes place preferentially at
random boundaries while low-X coincidence boundaries, particularly X3, X11, X19 and 227
coincidence boundaries have excellent oxidation resistance. The grain boundary engineering
for the control of oxidation-assisted intergranular brittleness has been attempted by taking
account important roles of the grain size, the grain boundary character distribution (GBCD)
and the grain boundary connectivity. The presence of an optimal grain boundary microstruc-
ture for this purpose has been predicted.

INTRODUCTION

High temperature oxidation is the most typical type of dry corrosion occurring in metals
and alloys during their heat treatment, hot working and service exposed to air at high tempera-
tures. This type of environment-induced metallurgical phenomenon degrades the strength of
materials and damages their surfaces'-?. Preferential oxidation at grain boundaries is often
observed which is known as intergranular oxidation. Intergranular oxidation can be particu-
larly detrimental because it enhances intergranular fracture, resulting in premature failure and
severe brittleness. So far, intergranular oxidation at high temperature has been extensively
studied™®. Several workers have pointed out that intergranular oxidation can occur only at
certain grain boundaries in alloy and intermetallics™®. From recent knowledge of grain bound-
ary structure and properties’, it is very likely that the extent of intergranular oxidation de-
pends on the character and structure of grain boundary. In recent years, the grain boundary
character distribution (GBCD), which was first introduced by one of the present authors as a
new microstructural factor®, has been demonstrated to control boundary-related bulk proper-
ties of polycrystalline materials®'°. Moreover a new approach to grain boundary engineering
has been successfully attempted by controlling GBCD in development of high temperature
materials'® and stress corrosion-resistant materials'. This investigation has been made to
study the effect of grain boundary type on intergranular oxidation and to establish grain bound-
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ary engineering for the control of oxidation-assisted intergranular brittleness in polycrystal-
line materials by manipulating the grain size, GBCD and the grain boundary connectivity.

EXPERIMENTAL PROCEDURE
Specimen Preparation

In order to study structure-dependent intergranular oxidation at individual boundaries,
stable- and coarse-grained specimens with the grain size of about 5 mm were prepared
thermomechanically from a vacuum melted Ni-40at%Fe alloy ingot by 50% cold rolling and
vacuum annealing (10 Pa) at 1473K for 4h. Table 1 shows the detailed chemical composi-
tion of the alloy. The surface of the specimens with the dimension of Smm X 8mm X 3 mm
was mechanically polished with abrasive papers and AlO; paste. For a study of grain bound-
ary engineering for fracture control, ribbon specimens of 100um in thickness were prepared
by rapid solidification at roller speeds of 28.3 m/s and 14.1m/s and subsequent annealing at
temperatures ranging from 1073K to 1473K, resulting in different grain sizes and GBCD:s.

Table 1 Chemical composition (wt%) of the alloy used in this study

Ni Fe Co Mn Cu Mg Al C |3 S Si
61.1 39.0 0.009 <0.001 <0.001 <0.001 <0.004 lppm 7.8ppm 7ppm 7ppm

Oxidation Test

Oxidation tests were carried out in a resistance heating furnace under both dilute oxygen
atmosphere (25.9ppm O»+Ar, slightly flowing) and atmospheric oxygen pressure (99.999%
in purity 101.3kPa O, slightly flowing) at 1273K for Sh. After oxidation treatment, as sche-
matically shown in Fig. 1, the external scale was removed down to internal oxidation zone in
order to observe intergranular oxidation at individual grain boundaries. Optical micrographs
in Fig. 2 (a) and (b) clearly show that there is the difference of the propensity to intergranular
oxidation between grain boundaries. The oxide penetration depth can be used as a measure
of the propensity to intergranular oxidation. After observations of intergranular oxidation the
specimens were etched by nital to remove strained surface layer for orientation analysis of
individual grains and the characterization of grain boundaries by the SEM-ECP technique
operating 40kV'2.

Characterization of Grain Boundaries

Grain boundaries were characterized on the basis of the determination of the orientation
of grains and of the orientation relationship between grains by using the SEM-ECP technique.

Observation
the external oxide scale the internal oxide scale
zone for observation

(remove?\

Figure 1 A schematic illustration of the observation of intergranular oxidation in a specimen. Thick solid lines
and thin solid lines indicate “heavily oxidized” grain boundaries and “non-oxidized” ones, respectively.
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Figure 2 Optical micrographs of the surface of specimen oxidized at 1273K for 5h; (a) the surface of a speci-
men oxidized in dilute oxygen atmosphere, (b) internal oxidation zone observed after polishing the surface.

Grain boundaries are classified into three categories based on the misorientation angle and
coincidence orientation relationship; the first one is low-angle boundary with the misorientation
angle smaller than 15°. High angle boundaries are classified into two groups by the Brandon
criterion for coincidence site lattice (CSL) boundary, AG.=15°/X"?. 'When AB<A#,, the boundary
is defined as CSL boundary while A@>A8. non-CSL or random boundary (R), where A@is the
deviation angle from the exact coincidence site lattice orientation angle. The value of Xis
considered as a measure of grain boundary structural order. CSL boundary with a smaller 2
value like X3 is taken as a special low-energy boundary. The grain boundary character distri-
bution (GBCD) in the ribbon specimens with fine grain size or conventional grain size was
also determined in this work by using a HITACHI FE-SEM-EBSP on-line-analyzing equip-
ment, called "Orientation Imaging Microscope (OIM)" operating at 30kV.

Fracture Test

The relative fracture strength was determined at room temperature by three point bend-
ing test for ribbon specimens, with the dimension of 5Smm width and 8-12mm gauge length,
which were oxidized in air under tensile stress of 10-14MPa at 1073K.

STRUCTURE-DEPENDENT INTERGRANULAR OXIDATION
Coincidence-Site-Lattice (CSL) Approach to Intergranular Oxidation

Figure 3 shows structure-dependent intergranular oxidation. There is a significant dif-
ference of the propensity to oxide formation between different types of grain boundary.
Random boundaries are preferential sites for oxidation, but low-angle Z1 boundary and high
angle low X (such as X3) CSL boundaries (hereafter called coincidence boundaries) are im-
mune from oxidation. A systematic analysis of structure-dependent intergranular oxidation
can be made by plotting the data points which show heavily oxidized boundary (filled circle),
slightly oxidized boundary (filled triangle) and non-oxidized boundary (open circle) as func-
tion of X value and the deviation angle from the exact coincidence orientation given by the
Brandon criterion mentioned above, as shown in Figs. 4 (a) and (b), for different oxygen
pressures. It has been found that the propensity to intergranular oxidation can be reasonably
related to the grain boundary type depending on whether the grain boundary is of random type
ranging above the upper region separated by the dotted line given by the Brandon criterion, or
coincidence boundaries in the region below the line.

Effect of Oxygen Pressure

Structure-dependent intergranular oxidation has been found to be more significant in
dilute oxygen atmosphere (Fig. 4 (a)) than in pure oxygen gas (Fig. 4 (b)). This may suggest
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Figure 3 An example of the observation of an internal oxidation zone in the specimen oxidized in dilute O:
atmosphere. The difference in intergranular oxidation between random boundaries (R) and coincidence ones
(2) is closely shown. Random boundaries which are close to a near-X relationship are indicated as Rest..

Ar+O2 O2

n
S

n
<

AB=15°/51/2"] 31/

<

Deviation angle from the exact X (A0)
Deviation angle from the exact X (A6)

41 51
X-value 2-value
(a) (b)
Figure 4 Dependence of intergranular oxidation morphology on X value and the deviation angle, A@in dilute

oxygen gas (a) and in pure oxygen gas (b) (@ heavily oxidized boundary, A slightly oxidized boundary and O
non-oxidized boundary).
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that intergranular diffusion which is well known to depend strongly on the grain boundary
type'?, can play more important role in internal oxidation when utmost oxide scale is not
formed under low oxygen pressure. Moreover it is worth noting that X3, 11 and X19 coin-
cidence boundaries are particularly resistant to oxidation. The reason for this will be dis-
cussed below, in detail. '

2 Dependence of Oxidation at Coincidence Boundaries

It has been shown that there is a distinctive difference of oxidation resistance between
coincidence boundary and random boundary. Now let us look at the relationship between
oxidation resistance and X value which defines specific coincidence boundaries. Fig. 5 (a) is
a plot of coincidence boundaries with X larger than 3, including the results obtained from all
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Figure 5 (a) Dependence of intergranular oxidation morphology on Z value and the deviation angle, A8, (b) the
fraction of oxidized boundaries are plotted as a function of X value, (c) the feature of the grain boundary energy
of fcc metals calculated by Smith'®,
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the specimens oxidized in a dilute O, atmosphere. The fraction of "heavily oxidized" bound-
aries (filled circles) is plotted as a function of X value in Fig. 5 (b). It is clear that 23, 211,
219 and 327 coincidence boundaries have excellent resistance to intergranular oxidation.
The reason for this is explained as follows. Fig. 5 (c) shows the relationship between the area
per coincidence point in the boundary plane (o), which probably corresponds to grain bound-
ary energy and the X value for fcc crystal structure.  This figure was originally presented by
D. A. Smith and the lowest ¢ value for any given X was used'*. The X dependence of the
fraction distribution in Fig. 5 (b) is quite similar to the o value indicated in Fig. 5 (¢). As
clearly seen the value of o for fcc coincidence boundaries does not increase monotonously
like that of bee coincidence boundaries. There exist three groups with specific X values given
by the following series: £=8n-1 (n21), £=4n+1 (n>1) and X =8n+3 (n=0) which has lower
energies, includes X3, X11, X19 and 227. This likely explains that intergranular oxidation
depends on the grain boundary energy in the Ni-40at%Fe alloy with fcc structure. The present
investigation has revealed that intergranular oxidation depends on the grain boundary charac-
ter (£, AG/AB. ) and the grain boundary energy. The detail has been discussed elsewhere'.

Observation of Intergranular Oxides by EPMA

EPMA across the oxidized boundaries was carried out to confirm the presence of grain
boundary oxides. Grain boundaries in Figs. 6 (a) and (b) were observed in the specimen
oxidized in a dilute oxygen atmosphere, corresponding to random boundary heavily oxidized
and low-angle boundary having fewer oxides, respectively. The precipitate in Fig. 6 (a) is
regarded as Fe-based oxide from the enrichment of iron at the boundary although oxygen
could not be detected by our EPMA. The present observation is consistent with conventional
studies of selective oxidation of Fe* cation along grain boundaries*”.

Figure 6 Electron probe micro analysis (EPMA) scanned across the boundaries. The concentration profiles of
Fe and Ni are shown for different types of boundaries; (a) random boundary heavily oxidized, (b) low-angle
boundary having fewer oxides.

OXIDATION-ASSISTED INTERGRANULAR FRACTURE

In order to study the effect of intergranular oxidation on fracture characteristics, ribbon
specimens of the nickel-iron alloy with systematically controlled grain size and grain bound-
ary character distribution (GBCD) were used for fracture tests. Figures 7 (a) and (b) show
OIM micrographs with GBCD for as-solidified ribbons produced at roller speeds of 28.3m/s
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Figure 7 Grain boundary microstructures observed by OIM; (a) as-solidified at roller speed of 28.3m/s, (b) as-

solidified at roller speed of 14.1m/s, (c) solidified at 28.3m/s and annealed at 1073K for 1h, (d) solidified at
28.3m/s and annealed at 1473K for 1h.
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Table 2 Details of grain boundary microstructure in ribbon specimens

Processing | Rapid Solidification | Subsequent Annealing

Grain Boundary Microstructure

Designation| Roll Speed (m/s) . Grain Size| Grain Boundary Character Distribution
Temp. (K)| Time (hrs) Low Angle Tt 5 — 229 |Random
RS-1 28.3 (3600 r.p.m.) - - 5.1 247 | 14 62.8
RSA-1 28.3 1073 1 1.1 538 | 121 33.0
RSA-2 283 1273 1 23 60.7 | 8.5 28.5
RSA-3 28.3 1473 1 3.1 589 | 76 304
RS-2 14.1 (1800 r.p.m.) — — 4 28 7 61

and 14.1m/s, respectively. The average grain size increases with decreasing roller speed, but
the GBCD did not change significantly, showing the presence of a high frequency of X3
coincidence boundaries around 25%-28%. However the frequency of X3 boundaries can be
drastically increased by annealing after rapid solidification, as shown in Figs. 7 (c) and (d).
Grain growth took place during annealing, resulting in a great increase of the average grain
size up to 50 um depending on the annealing temperature, as given by Table 2. Moreover the

frequency of 23 boundaries was drastically
increased by annealing, up to 60% being
almost double of that for as-solidified rib-
bons. Now let us look at fracture charac-
teristic of oxidized specimens of the alloy.

Effect of GBCD

Figure 8 shows creep curves obtained
from the specimens with different values
of the total frequency of coincidence with
21-229 boundaries (67% and 39%) and
almost the same grain size (d=3.5um ).
Creep tests were conducted in air at 1073K
under a tensile stress of 14MPa. It is evi-
dent that the specimen with a higher fre-
quency of low X coincidence boundaries
has higher resistance to creep deformation,
as reported recently on a nickel-iron alloy
(Inconel 600)'®. Moreover we can expect
that intergranular oxidation occurred dur-
ing creep deformation.

Effect of Grain Size

Figure 9 shows the relative fracture
strength obtained by three point bending
test at room temperature from the speci-
mens received creep test.  'We can easily
recognize that the fracture strength de-
creases with increasing the grain size for
both as-solidified specimens (filled circles)
and subsequently annealed ones (open
circles). This result demonstrates that the
fracture strength is a function of the grain
size and the grain boundary character dis-
tribution (GBCD). Figures 10 (a) - (d) are
optical micrographs which show fracture
paths observed at the sectioned plane in the
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Figure 10 Optical micrographs of the sectioned planes after fracture test in differently processed specimens;
(a) as-solidified at 28.3m/s, d=2um,
(b) as-solidified at 14.1m/s, d=3.7um,
(c) solidified-annealed at 1073K, 1h, d=3.5um,
(d) solidified-annealed at 1473K, 1h, d=50um.

specimens after fracture test. Figures 10 (a) and (b) are from the as-solidified specimens and
Figs. 10 (c) and (d) are from the annealed specimens. It was confirmed that fracture took
place along grain boundaries for:the both type of the specimens. Many short cracks were
observed when the grain size was small while a few long cracks were observed as seen in
Figs. 10 (b) and (d).

GRAIN BOUNDARY ENGINEERING FOR THE CONTROL OF OXIDATION-
ASSISTED BRITTLENESS

On the basis of the observations of structure-dependent intergranular oxidation and oxi-
dation-assisted intergranular fracture in a Ni-40at%Fe alloy, a new approach to grain bound-
ary engineering is proposed for the control of oxidation-assisted intergranular brittleness in
polycrystalline materials by manipulating the grain size, grain boundary character distribu-
tion (GBCD) and the grain boundary connectivity, as schematically shown in Fig. 11.

Since intergranular oxidation takes place preferentially at random boundaries, a decrease
of the fraction of random boundaries is essential to the control of oxidation-assisted inter-
granular fracture. However the total length of intergranular crack is controlled by the grain
size and the grain boundary connectivity, particularly of random boundaries which are heavily
oxidized. One of the present authors pointed out that fracture mode can change depending on
the GBCD and the grain boundary connectivity and that a typical intergranular brittleness is
observed when more random boundaries are connected to each other in a polycrystal’. When
a propagating crack meets strong low-energy boundaries like low X coincidence boundaries
at a triple junction, it will not be able to proceed in intergranular fracture mode and the frac-
ture mode changes to transgranular fracture mode which needs more energy for fracture re-
sulting in an increase of ductility of a polycrystal. Now we may conclude that there must be
an optimal grain boundary microstructure defined by the grain size, GBCD and the grain
boundary connectivity.
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Figure 11 A schematic illustration of oxidation-assisted intergranular fracture controlled by the grain size, the
grain boundary character distribution and the grain boundary connectivity.

CONCLUSIONS

It has been found that intergranular oxidation can take place preferentially at random
boundaries and that low-X coincidence boundaries, particularly X3, 11, ¥19 and X27 coinci-
dence boundaries are resistant to intergranular oxidation in a nickel-40at% iron alloy. The
observations of structure-dependent intergranular oxidation has been utilized to establish the
grain boundary engineering for the control of oxidation-assisted intergranular brittlenss. A
new approach to this objective has been proposed, paying particular attention to the impor-
tance of the grain size, the grain boundary character distribution (GBCD) and the grain boundary
connectivity. The presence of an optimal grain boundary microstructure is predicted.
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ABSTRACT

With the development of new optoelectronic device architectures and applications, there
has been extensive interest in the fundamental issues governing phase stability in chemically
complex epitaxial compound semiconductors. We review some of the recent experimental
findings in this field, point out the importance of different microstructural length scales
associated with the different types of phase instabilities, and introduce three-dimensional natural
superlattices found in Ga,..In.As,Sbi.,/GaSb epitaxial heterostructures.

INTRODUCTION

A fundamental property of semiconductors is the energy bandgap, E., between the
maximum in the filled valence band and the minimum in the conduction band. This bandgap
determines the energy (or wavelength) at which the material absorbs or emits light. The
application of III-V semiconductor alloys in device structures is of importance for high-speed
microelectronics and optoelectronics. Figure 1 shows the variation of lattice constant as a
function of bandgap for the family of III-V ternary compound semiconductors. These alloys have
allowed optoelectronic device engineers to tailor the bandgap to the need of the device by
altering the alloy composition. The one-to-one relationship between bandgap and lattice constant
is a major obstacle for high-quality device crystal growth because only a few alloy compositions
can be grown nearly lattice-matched on commercially available substrates.

The most advanced semiconductor devices currently being developed depend on the ability
“to grow single-crystal materials with the variation of E; in the growth direction with no changes
in lattice constant (i.e., E; and lattice constant must be independently specified). This restriction
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can be relaxed by incorporating a fourth component, thus adding an extra degree of freedom so
that both the energy bandgap and lattice constant can be adjusted independently. For instance,
there is no TII-V ternary compound semiconductor suitable for the thermophotovolatic (TPV)
device applications, Eg ~ 0.5-0.7 eV, lattice-matched to a GaSb substrate. However, by choosing
a quaternary system, such as Gaj.xInxAsySby.y, a range of x, y combinations can be chosen, as
indicated by the two-end-arrow line, to achieve both the E, and the lattice parameter required
[Fig. 1].

When using ternary or quaternary materials, the device designer usually presumes that the
alloy is completely random-distributed. However the thermodynamics of an alloy system and the
kinetics regarding the processing conditions often produce material that has some degree of
macroscopic or microscopic ordering. Short-range ordering occurs when atoms adopt correlated
neighboring positions over distances of the order of a few lattice spacings. This can be
manifested as the preferential association of like atoms, as in clustering, or of unlike atoms, as in
chemical ordering. Long range ordering occurs over many tens of lattice spacings. Both short
range ordering and long range ordering are actually results of phase separation in very small
length scales and have been widely reported, (see for example, Zunger and Mahajan [1], Suzuki
[2], Rajan [3], Lockwood et al. [4]). Mahajan [5], McDevitt et al. [6], and Millunchick et al. [7]
found that larger length scales of phase separation can also occur such as spinodal
decomposition, and composition modulation. Stringfellow [8] also pointed out that most I1I-V
quaternary alloys have miscibility gaps. It is interesting to note that experiments have shown that
the presence of phase separation leads to significant alteration of the band structure and the
crystal symmetry [1]. Therefore, it is very important to understand the phase stability of a
compound semiconductor alloy.

3o}

ZnSe
.

a,(R)

Figure 1. Theoretical relationship between the energy bandgap and lattice parameter of III-V compound
semiconductors.
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This paper reviews some of the recent experimental findings in this field and points out the
importance of different microstructural length scales associated with the different types of phase
instabilities associated with ternary and quaternary compounds. Of particular focus is the ability
to take advantage of intrinsic thermodynamic and kinetic behavior of these complex
semiconductor alloys in epitaxial structures to potentially “engineer” compositional modulations
of varying length scales, which would not normally appear in bulk alloy systems. Hence, new
“self-assembled” microstructures can be generated. This paper outlines some of the
crystallographic and structural characteristics of such self-assembled alloy systems and discusses
the possible mechanisms governing their formation and stability.

t

EXPERIMENTAL DETAILS AND RESULTS

The microstructure of Gaj.JngAs,Sby., epitaxial heterostructures was investigated on
samples grown by organometallic vapor phase epitaxy (OMVPE). Samples were grown with
different alloy compositions while still maintaining lattice-matching of the epilayer to the GaSb
substrate (refer to Figure 2 for the relative position in the quasi-binary phase diagram). The Ga,.
«InxAs,Sby., epilayers were grown, lattice matched, on (100), Te-doped, 6° misoriented toward
(111)p GaSb substrates. A vertical rotating-disk reactor with H; carrier gas at a flow rate of 10
slpm (standard liter per minute) and reactor pressure of 150 Torr was used. All organometallic
sources were used, including: solution trimethylindium, triethylgallium, tertiarybutylarsine, and
trimethylantimony. The total group III mole fraction was typically 7 x 10" which resulted in a
growth rate of ~5 um/h. The V/II ratio was typically 1.5 — 1.6 and the growth temperature was

osr
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Figure 2. Phase diagram shows the relative positions of specimen #1, #2, #3 and #4. The solid curve is the
calculated spinodal isotherm for Gay.,In,As,Sb,., at temperature of 600 °C [9]. Dashed line represents compositions
lattice-matched to GaSb.
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525°C. Photoluminescence (PL) measurements were made at 4 K and 300 K. Typical PL results
of layers reported in an earlier study are shown in Figure 3. From the phase diagram, it is
expected that as the composition gets more InAs-rich, the homogeneity of the epitaxial layer
would diminish. The increase of the PL full-width-half-max (FWHM), as the composition gets
InAs-rich, is consistent to the prediction from the phase diagram.
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Figure 3. Photoluminescence spectra measured at 4 and 300 K of Ga,.In,As,Sby., grown on (100) 6° toward (111)s
GaSb substrates. (a) x = 0.09, y = 0.08, (b) x = 0.16, y = 0.15, (¢) x = 0.20, y = 0.18. TEM specimens #1, #3, and #4
of similar alloy composition of (a), (b), and (c), respectively.

Transmission electron microscope (TEM) thin foils were prepared in both a traditional
mechanical thinning (for plan-view samples) and a wedge thinning (for cross-section samples)
followed by Ar’ ion milling, using a liquid N, cold rotating stage to exclude the preparation
effects. For each specimen, a plane-view and two cross-section TEM thin foils were prepared for
observation. Figure 4 (a) is a (22 2) reflection, (011) cross-section dark-field (DF) image of

sample #4. Speckle-like structure was visible and modulated in the [01] ] direction.

In Figure 4 (a), one other interesting long period (or what one may term “self organized”)
microstructure was observed and it modulated in the direction approximately 10 degrees off
surface orientation. It should be noted that as we are studying cross sectional samples, double
diffraction effects associated with transmission through multi-layers is not an issue. Hence, one
is able to discriminate between image contrast due to modulations from that observed from

‘Moire fringes. The fact that it was shown in some (400) and (02 2) reflection images, and the
observation of side-bands at the major reflection spots, strongly suggested that the observed
microstructure was associated with composition variation. This microstructure is usually called
self-assembled or self-organized composition modulation (SOCM). Figure 4 (b) is a
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magnification micrograph showing this SOCM microstructure. The periodicity of this SOCM is
~ 20nm. Figure 4 (c) is the transmission electron diffraction (TED) pattern of this thin foil, in
(011) cross-section. The elongation of the diffraction spot in ~ [100] direction can be seen and is
consistent with the image observation.

Figure 4. (a) TEM (011) cross-section (2 52) reflection DF image of sample #4, x = 0.20, y = 0.18. Speckle-like
structure was visible and modulated in [011] direction and SOCM was found modulated ~ 10° off surface
orientation (b) magnification micrograph showing the SOCM microstructure (c) electron diffraction pattern showing
the side-band at the major reflection spots

Image interference that presents itself as a regular pattern across and image can be
especially difficult to remove using a spatial approach. The best way to eliminate such periodic
or coherent noise is by converting the image to a set of frequencies, and editing out the
frequencies causing the problem [10]. The image’s frequency domain can be presented as a
symmetrically centered cloud of points, where brightness represents amplitude of the waveform,
and the position represents the frequency of the waveform. In a normal image, the spectrum will
appear as a roughly circular cloud that is brighter and denser near at its center. Images containing
a regular pattern will reflect pattern-like effects in their spectra. It is this characteristic that can
be manipulated to remove coherent noise. Coherent noise usually manifests itself as bright points
outside of the central cloud. Removing these points eliminates the frequency causing the noise.
In order to validate which frequencies should be removed, we used inverse Fourier transforms to

reproduce the fine structure in the diffraction patterns. Figure 5 (a) is a (222) reflection (011 ) DF
image of sample #4. Image filtering results are shown in Figure 5 (b) and (c). By using this
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(b)

Figure 5. (a)TEM (01 1) cross-section (222) reflection DF image of sample #4, x = 0.20, y = 0.18. Image-processing
deconvolution results show details of the SOCM microstructure (b), and the speckle-like structure (c).
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technique, deconvolution of the two different length scales of phase separation, speckle-like and
SOCM microstructure, was accomplished. From the imaging results, a three-dimensional
microstructure model was proposed for the SOCM microstructure found in this study and is
shown in Figure 6.

[100] Epilayer

Figure 6, Schematic diagram showing the crystallography and microstructure of the SOCM.

DISCUSSION

The formation of lateral composition modulation has been extensively discussed (see for
example, Zunger and Mahajan [1], and Millunchick et al. [7]) and has been exploited to obtain
high densities of nanometer-sized quantum wires (QWR), without the processing limitations of
other fabrication methods. Application of this technique to the InAlAs system can lead to novel
polarization-sensitive devices, (Abraham et al. [11]). In a laser structure, cladding layers
consisting of AlAs/InAs SPS can produce QWR behavior in active layers of InGaAs due to
composition modulation induced strain fields (Peiro et al. [12]).

It was not until recent years that the vertical composition modulation started to draw the
attention of device engineers. This type of composition modulation has a very regular periodicity
which makes fabricating the natural superlattices in the scales of nanometers in a single epitaxial
layer “by-itself” possible. However, many questions regarding vertical composition modulation
still remain unanswered. In the GaAlAs system, Petroff et al. [13] suggested that changes in
Gibbs free energy introduced by an exchange reaction could result in a miscibility gap in the
GayAl;.«As phase diagram and thus cause these plate-like structures (i.e. lateral composition
modulation). Madhukar et al. [14] suggested that the formation of plate-like structures is a result
of a kinetic effect driven by the geometry of sites on the {110} surface. The concept of kinetic
segregation employed by Madhukar and Van Vechten [15] indicated that the plates observed in
GaorsAlo2sAs layers are not associated with the thermodynamic intrinsic properties of the
epitaxial layers, but could be related to instabilities in growth conditions. Ipatova et al. [16]
predicted that the formation of a modulated two-phase structure with a macroscopic period could
occur in quaternary alloys by a process of spontaneous coherent phase separation. They
considered such phase separation occurs in the bulk layer starting at an inclusion and develops to
give a series of coherent phase separated plates in the form of a superlattice. These mechanisms
outlined above, however, do not explain the growth behavior found in MBE-grown InAsSb by
Seong et al. [17] or in OMVPE-grown GalnAsSb found in this study. The fact that this SOCM
was not found in our previous liquid phase epitaxy (LPE) study, Chen et al. [18], suggests it is a
surface mediated microstructure.

45



The growth model proposed by Barabasi [19] was based on the step-flow mode of growth
associated with the preferred atomic sites relative to the steps introduced by the substrate miscut.
Thus, Te (Se) diffuses on the surface, seeking a step rich in like atoms, (i-e., Se wants to attach to
the edge of a terrace made up of mostly Se atoms and likewise for Te). He also proposed a
critical miscut angle concept [19] (below which no natural superlattice (NS) is formed) which is
in agreement with the results in the ZnSeTe syste?n [20]. However, the plate-like structure found
in InAsSb system by Seong et al. [17] on non-miscut (001) substrates does not fit this critical
miscut criteria. Seong et al. proposed a growth model for plate-like structures found in InAsSb
system and argued that the first-grown material consisted of plates of the Sb-rich phase and
between these there were smaller islands of the As-rich phase. The growth continued by the
plates of the Sb-rich phase spreading laterally and overgrowing the islands of the As-rich phase.
Tersoff [21] suggested that stress-driven alloy decomposition during step-flow growth can occur
according to his calculations and proposed a possible superlattice structure. These models all
explain the formation of lateral composition modulation, however, no crystallography related
structure model has been proposed to explain the inclined SOCM microstructure found in this
study.

Combining our experimental results with the growth models, which have been proposed, a
growth model that explains the unique crystallographic feature found in this study is proposed. In
the SOCM microstructure found here, the phase instability and the surface steps were attributed
to the initial phase separation and modulation in composition in the early stage of the epitaxial
growth to form the thermodynamically stable GaAs-rich and InSb-rich bands, similar to that
suggested by Barabasi [19]. However, the way the adatoms accommodated themselves onto the
film surface is strongly affected by the underlying layers of atoms [22, 23]. If there is an
extension of the GaAs-rich (or InSb-rich) band, of approximately 10 atomic positions along

[011] direction, before the InSb-rich (or GaAs-rich) band started to grow on the surface layer,
the subsequent growth will result in a SOCM with ~10 degrees of misorientation from the
surface orientation. Figures 7 (a) and (b) are schematic diagrams showing the proposed
mechanism.

CONCLUSIONS

A number of other studies have reported the presence of self-organized superlattices
(although the term of ‘self-assembly’ is more recent). The results shown here demonstrate the
presence of two distinct microstructures: the speckle-like structure for a range of compositions
and long-period microstructures, the SOCM, as a function of composition. These research
results, those from other researchers, and the fact that we didn’t observe this type of
microstructure in our previous LPE studies strongly suggest that the long-period microstructure
is influenced by surface mediated processes. Recently, numerous models have been proposed in
the literature, each designed to rationalize specific microstructural observations; however they all
have in common the theme of step mobility and surface reconstruction.
This paper reviews these concepts and models, and presents the observations of the three-
dimensional SOCM found in GayInAs,Sb;/GaSb epitaxial heterostructures. This is also the
first report of the concurrency of the speckle-like structure and the SOCM microstructure in this
system. In summary:
¢ Self-assembled layers are similar to the long period microstructures that were first
experimentally observed over two decades ago in compound epitaxial systems.

¢ The formation of self-assembled layers is intrinsically associated witk phase separation. In
fact, in the case of the quaternary antimonides, the speckle-like structure co-exists with the
SOCM microstructure and not long range ordering, as is well known for many other epitaxial
compound semiconductors.
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Extension terrace, ~10 atoms
in width, of InSb-rich region

Extension terrace, ~10 atoms
in width, of GaAs-rich region

InSb-rich region

GaAs-rich region

Figure 7. Schematic diagrams (a) showing the initial stage of the formation of the tilt of the SOCM; the extended
terraces can be seen as the areas pointed by arrows, (b) the subsequent growth results in the tilted SOCM.
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Our studies are consistent with the literdture in suggesting that a complex relationship
between surface structure and the associated chemical functionality of surface steps may
govern the mechanisms controlling the SOCM formation.

While there has been much focus on structural models of the interface to rationalize the
crystallographic evolution of the self assembled layers, the subsequent growth of these self-
assembled layers microstructurally resembles lamellar growth of two phase systems.
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ABSTRACT

Regarding the two different contributions to the driving force, the direct force
and the wind force, the réle of the electronic structure has been quite different for
the two. For the wind force increasingly sophisticated descriptions have been used,
namely pseudopotential models, finite cluster models and, at the end, an ab initio
Korringa-Kohn-Rostoker (KKR) Green’s function description. We will illustrate this
by showing for which systems by now the wind force has been calculated, which
include almost all FCC and BCC metals, while both self-electromigration and impu-
rity migration have been treated. Some new results will be presented as well, which
simulate electromigration along a grain boundary and over a surface.

The direct force, on the other hand, has mainly been discussed in terms of the
simple free electron, or jellium model. However, it will be shown that we have ar-
rived at a point, at which more sophisticated descriptions of the electronic structure
involved are becoming important. A recent analysis of new experimental results leads
to the conclusion that a migrating hydrogen atom effectively can have a direct valence
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smaller than unity, depending on the metal studied. By this it becomes challenging
to perform calculations of the electronic structure of an interstitial, not only at its
equilibrium position, but also at positions lying along the jump path.

INTRODUCTION

The process of the drift of atoms due to an applied voltage, called
electromigration, is known both in materials science and in fundamen-
tal physics. The development of voids at the cathode side of an alu-
minum film, and the growth of hillocks at the anode,[1] which is due
to self-electromigration, shorten the lifetime of an integrated circuit. In
electronic industry a great deal of effort is made in slowing down this
process. In fundamental physics the efforts have been directed towards
the understanding and calculation of the driving force, which is com-
monly written as a sum of two components, a direct force Fyjrec; and a
wind force Fyjnq4. The direct force is due to a net charge of the migrating
atom, while the wind force is due to scattering of the current-carrying
electrons off the atom. Both forces are proportional to the electric field
and can be characterized by a valence [2]

F= (Zdirect + Zwind) €E = Z"¢E. (]_)

The effective valence Z* is the measurable quantity. Although consensus
consists about the form of Eq. (1), the present understanding of the two
contributions is quite different. The wind force, being proportional to
the current density, is found to be inversely proportional to the sample
resistivity p, independently of the complexity of the theoretical formu-
lation used in the description of the total force. So, Z* can be written
as

K
A Zdirect + 7a (2)

in which the temperature independent proportionality constant K is
determined by the scattering of the electrons by the migrating atom.
In addition, a microscopic quantum-mechanical expression for the wind
force is available. This expression has been applied recently for ab initio
calculations of the wind valence of interstitial atoms such as hydrogen
(3], and of substitutionally migrating atoms [4, 5], in numerous FCC and
BCC metals.

In contrast to the consensus concerning the wind force, and its com-
putational accessibility, the magnitude of the direct force has been the
subject of a long-standing controversy. Either one is in favour of com-
plete screening, so that only the wind force remains, or one defends that
the direct force is effectively unscreened. The controversy started in
1962, being induced by the screening prediction of Bosvieux and Friedel
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[6], and has not come to an end completely yet.[7, 8] Unfortunately, an
attempt to decide in this issue by measuring the driving force on hy-
drogen in the transition metals V, Nb, and Ta turned out to be not
conclusive.[9, 10] Sorbello {7] even expresses the possibility that the con-
ventional distinction of two contributions to the driving force, Eq. (1),
eventually may turn out to be less meaningful than it has been assumed
to be up to now.

The purpose of this contribution is twofold. First, under the section
headings Some characteristic results for the wind valence and Prelimi-
nary results for migration along a grain boundary, the advanced char-
acter of present-day calculations of the wind force will be illustrated by
reviewing a few characteristic published results and by presenting some
preliminary results. The latter pertain to migration along a line of va-
cancies modeling a grain boundary, and over the inner side of a void,
modeling migration over a surface. Secondly, under the section heading
Electromigration of hydrogen and the direct valence, it will be shown,
that recent experimental results for electromigration of hydrogen in Pd
and some PdAg alloys imply values of Zgject for hydrogen, which are
significantly smaller than unity, the bare hydrogen valence. It will be
concluded, that this makes it interesting to undertake advanced elec-
tronic structure calculations for interstitial hydrogen at its interstitial
position, and at intermediate positions, lying along the electromigration
jump path.

But first we give a brief description of the theory.

THEORY

The wind force on an atom at some position R; in a metallic system
is described by the quantum-mechanical expression [11]

Fywind = Z f(k) <¢k, - VR1 vlhbk)a (3)
k

which traces back to the pioneering work of Bosvieux and Friedel.[6] In
this equation v; is the potential of the atom feeling the force, £ combines
the band index n and the crystal momentum k of the electron, and f(k)
is the electron distribution function given by

f(k) = frp(k) — erE - V£S(eRermi — €& ), 4)

which differs from the Fermi-Dirac distribution frp(k) due to the pres-
ence of the electric field E, and in which 7 is the transport relaxation
time and vy is the velocity of the electron in the state k. In order to
calculate 1), which is the true locally perturbed electron wave function,
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a Green’s function formalism is used.[4] The wave function is calculated
for a dilute-alloy-type configuration, i.e. a cluster containing the locally
perturbed atoms at and around the migrating atom, possibly including
a vacancy in the case of substitutional electromigration, embedded in an
infinite lattice of unperturbed metallic host atoms. The advanced char-
acter of this treatment becomes clear, if one compares it with the jellium
[12], model-pseudopotential [13, 14] and finite-cluster-in-free-space [15]
treatments used in the past. The first treatment can at most bring out
some trends. The second treatment applies to simple metals only, so
that the intensively investigated transition metals are beyond its scope.
The finite-cluster method, although treating all local multiple scattering
exactly, is essentially a free electron treatment, so that no band structure
effects are represented by it.

Just one more remark about the theory, in particular about Eq. (3).
Due to its simply looking form people are inclined to think that it is just
the Hellmann-Feynman force, which is given by the expectation value of
the force operator — Vg, v; for a system in the ground state. [16, 17, 18,
19] However, the Hellmann-Feynman theorem was derived for a finite
system such as a molecule, and cannot be applied to a current-carrying
solid. This requires a derivation in the framework of non-equilibrium
quantum statistical mechanics, such as the one made by Kumar and
Sorbello, which also ends up with the expectation value of the force
operator.[20] Therefore, referring to the Hellmann-Feynman force in the
context of electromigration, can be regarded merely as confusing.

SOME CHARACTERISTIC RESULTS FOR THE
WIND VALENCE

In this section we give an account of four results obtained by the
method described above, which have led to a better understanding of the
physical nature of the driving force and which show that some intuitive
ideas are not generally applicable.

First, in measuring the driving force on hydrogen in the dilute hy-
drides V(H), Nb(H) and Ta(H), it was found that L1, < ZY < Zf,
and that the wind valence in V and Nb was positive, while in Ta it was
negative. [9, 21] Neither the ordering in magnitude, nor the difference
in the wind valences are obvious regarding the position of the elements
in the Periodic System. The electronic structure of the three elements
is very similar, and the densities of states of Nb and Ta are almost iden-
tical. However, a straightforward calculation of the wind valence lead
to agreement with experiment.[3] Analysis of the results brought about,
that the electronic charge density for H in Ta was markedly different
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from the density distribution in V and Nb, which must be attributed
to relativistic contributions in the much heavier Ta. So, a close similar-
ity of the electronic properties of two metals in reciprocal space, does
not exclude marked differences in direct space. Further, apparently, the
wind force is very sensitive to the local charge distribution, which, up to
now, has only been shown for transition metals in such a dramatic way
by the means of the KKR-Green’s function formalism.

Secondly, results of the same set of calculations implied, that an old
simplification broke down. It was generally assumed, that electron con-
duction, such as in simple and noble metals, would evidently lead to a
negative wind valence, and that a positive wind valence was bound to
be due to hole conduction. However, it became clear, that the obtained
positive wind valences obtained for hydrogen in V and Nb, could not be
attributed to hole conduction. Interestingly, it was already the earlier
applied finite-cluster-in-free-space treatment [15] that lead to a similar
conclusion. Although in that treatment the environment of the cluster
was free space, positive wind valences were found for hydrogen in V and
Nb. This could not at all be due to hole effects, because in such a model
there are not even electron bands. It had to be attributed to multiple
scattering effects inside the cluster.

A third revealing result was undermining for another generally used
notion, namely that the sign of the wind valence is typical for a given
metal. From a systematic calculation of the wind valence for substitu-
tional impurities in V, Nb, and Ta, it was found, that Mn in V, and
Mn and Tc in both Nb and Ta, formed an exception. These impurities
experience a wind force against the current direction of the electrons,
contrary what was found for all other impurities.[22] In a separate study
it was already made explicit, that local multiple scattering effects in the
defect, containing the migrating impurity and a vacancy, can be strong.
[5] Now it can be concluded, that such effects can even lead to surprising
effects.

Finally, it was found that for self-electromigration the sign of the wind
valence in some metals could depend on the crystal stucture.[22] In the
low-temparature close-packed structure the wind valence for Ca, Sr and
Zr is negative, while it is positive for the BCC structure. Results are
given in Table 1, in which the constant K, as it occurs in Eq. (2), is
given as well. In order to clear up this result local charge distribution
studies have to be carried out, which has not been done yet, as far as the
authors know. As a guide one could investigate implications of the fact,
that in a close-packed structure the crystal atoms overlap more than in
a BCC structure. More overlap generally implies wider bands and more
electronlike behaviour, leading to a negative wind valence.
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For a recent application of the method to a study of the electromigra-
tion in Al, which metal is of technological interest, we refer to Dekker
et al. [23]

Table 1 Self-electromigration in Ca, Sr and Zr for different crystal stuctures. Zr in

the HCP stucture is treated as an FCC metal with the same density.

Fco BCC
Metal | KF°C  (473K) | KBC (0.9 Tn) | Tw Remarks
Ca -1.4 -0.25 70 5.4 1112 FCC for T < 720 K
Sr 8.3 -0.38 28 0.5 1041 FCC for T < 718 K
Zr -52 -0.71 14 0.1 2125 HCP,
but BCC for T' > 1135 K

PRELIMINARY RESULTS FOR MIGRATION
ALONG A GRAIN BOUNDARY

As an illustration of the possibilities of the available KKR-Green’s
function method, we show some results for simulations of migration along
a grain boundary and over a surface. The local electromigration defect in
a FCC structure is depicted in Figure 1. The migration path runs from
position 1 to the vacancy at the position 2. We model a grain boundary
to be a line of vacancies, so we omit atoms at the positions 19 and 20.
Similarly, omitting the atoms at the positions 3 and 5 creates a high
barrier on one side of the path, which is enough to simulate vacuum, or,
equivalently, migration over a surface.

In Figure 2 the bold line shows the variation of the quantity K along
the path for a jumping Al atom. It varies from -25 pQlem at the initial
position to -63 uQlem halfway along the path, called the saddle point
position. The average over the path is K = —39 #cm.

The other curves in the figure correspond to configurations with ad-
ditional vacancies at some of the positions in the cluster displayed in
Figure 1. It is clear that the wind force depends on the positions of
the vacancies. When the vacancy occupies position 19 the path av-
eraged K = —42 uQcm, whereas a vacancy at position 3 leads to
K = —21 pQcm. For two additional vacancies one finds for vacancies
at the positions 19 and 20, that K = —46 uQ2cm. For vacancies at the
positions 3 and 5 K = —1 uQcm. All curves in the figure are symmetric
with respect to the saddle point position, at 0.5, apart from the curve
corresponding to one additional missing atom at the position 19. By
adding a vacancy at the position 20, represented by the dashed curve,
the symmetry is restored.

54




Figure 1 The cluster of perturbed atoms in the FCC structure. The labels of the
positions are used in the text. The wind. force on the atom labeled by 1 is calculated
at several positions along its jump path to the vacant position labeled by 2. The
atoms at all other positions are assumed to occupy exact lattice positions.

20 T T T T

K (uQcm)

-80 L L L
0.0 0.2 04 0.6 0.8 1.0

position along the path

Figure 2 Variation of K for a host Al atom with one vacancy next to it, at the final
position 2 (bold line), and with additional vacancies at one or two positions in the
perturbed cluster, as indicated along the lines. The labels of the positions correspond

to those in Figure 1.
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The effects are really impressive. From these simulations one would
conclude, that electromigration along a grain boundary involves a sig-
nificant increase of the wind force, while migration over a surface would
involve a reduction. The latter trend is in agreement with results ob-
tained by Bly and Rous. [24]

ELECTROMIGRATION OF HYDROGEN AND
THE DIRECT VALENCE

Compared with the sophistication involved in the calculation of the
wind force, the theoretical status of the direct force is rather poor. Till
now the extreme view points of no screening and complete screening are
based on impurity-in-a-jellium model treatments only.[8] The same holds
for a recent proposal, in which Zgjrect is not a constant, but given by the
following resistivity-dependent expression[10]

Z;
Zdlrect = 1+ (b/p)2 (5)

In this expression Z; and p are the unscreened ionic valence and the
contribution to the sample resistivity due to electron-phonon scattering
respectively, and b is an adjustable parameter. It is clear that Eq. (5)
bridges the gap between the two extremes in the controversy, because
in the high-resistivity limit Zgject — Z;, while for low temperatures,
when p — 0, complete screening, so Zgjrect — 0, is found. Since actual
electromigration experiments are done at relatively high temperatures,
in general way above room temperature, the complete-screening limit
can be considered as being of academic interest only. On the other
hand, experimentally determined Zgieci-values are rarely equal to the
bare protonic charge of unity. Verbruggen and Griessen found the values
1.11, 0.44 and 1.22 for Zgirect in V(H), Nb(H) and Ta(H), respectively.[9]
These values were obtained from a fit of the measured Z*, by a 1/p plot,
according to Eq. (2). In a first attempt to describe the measured results
using Eq. (5), a value Z; = 1°could be used, but in retrospection the
fitted b-values were rather unrealistic. A more realistic plot, describing
recently obtained data for hydrogen in Pd and two alloys with Ag,[25]
is reproduced in Figure 3.[26] The bold lines show the constant-Zgirect
fit according to Eq. (2). One nicely sees an increasing negative slope
on adding silver to palladium. For pure silver, having large negative
Z*-values, a very steep slope is expected. The thinner lines follow from
a fit, using Eq. (5) in Eq. (2), and taking Z; = 1. These three lines
obviously end at the value Z* = 1 in the origin. The fit for Pd(H)
would be acceptable, but for the two alloys the fit is not good at all.
One has to conclude that taking Z; = 1 beforehand does no justice
to experimental findings. So either one has to abandon Eq. (5), and
to look for a new theory, or one could try to interprete Eq. (5) more
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flexibly. It is tempting to exploit the latter approach first, on the one
hand, because of the obvious merits of Eq. (5), on the other hand,
because no new theory is available, and it is not clear at all how to
come to something usably. The new use of Eq. (5) is inspired by the

Z*

PdAg (H)
77% Pd

0.0 © .
-0.2 - PdAg (H) A
50% Pd
0.4 .
-0.6 :
0.0 2.0 4.0 6.0 8.0

100/p

Figure 8 The effective valence Z* of hydrogen in pure Pd and two alloys with Ag,
plotted as a function of 100/p.

results obtained so far. It is possible to make a reasonable choice for the
parameter b, such that not too much screening is left in the range of the
measured points. The choice made is such, that b/pmin = %, in which
Pmin is the smallest resistivity of the experimental set. For b/p = %, Eq.
(5) gives a direct valence equal to %Zi, where the unscreened valence
Z; now has'to be determined by a fit. It must be admitted, that this
choice implies some dependence on the actual sets of measuring points.
However, the possible range of experimentally accessible points is rather
limited, and, regarding that, the overall sensitivity to the precise choice
is rather small.

For the choice made, the result of the fit for the three systems is shown
by the dotted lines in Figure 3. It is seen that this new fit is as good
as the constant-Zgjrect fit is. The only difference is that the unscreened
valence Z; obtained this way is necessarily somewhat smaller than Zgjrect
obtained by means of a constant-Zgj ect fit. However, more importantly,
this analysis of the experimental results demonstrates evidently, that
the valence of hydrogen in a metal can deviate significantly from the
protonic valence of 1, which comes out according to the jellium model of
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a metal. So, metallic effects have to be considered in explaining such a
deviation. It is the first time, that this conclusion can be drawn without
restriction.[26] The small Zj-values found from hydrogen in Nb, lying
between 0.4 and 0.7, are particularly intriguing in this respect.

Metallic effects can be studied only by doing selfconsistent charge den-
sity calculations. Such calculations are possible, and have been carried
out extensively for substitutional impurities in metallic hosts in the past
fifteen years. However, the description of dilute interstitial alloys has
not shown any development at all since some first preliminary activity.
[28] The barriers encountered at the time have been razed in the mean-
time.[29] This activity should not be carried out for the impurity at its
initial position only, but at all positions along its jump path, similarly
as it now is done routinely for the wind force.[4, 5, 23]
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ABSTRACT

The results of ab initio calculations of the vacancy formation energies in all the
transition and noble metals are presented. We also report on the formation ener-
gies of native point defects in the NiAl intermetallic compound. The calculations
are performed within the locally self-consistent Green’s function method and include
multipole electrostatic corrections to the atomic sphere approximation. The results
are in excellent agreement with experiment and existing full-potential calculations.
We also perform a qualitative analysis of constitutional and thermal defects in NiAl
within the Wagner-Schottky model of a lattice gas of non-interacting defects.

INTRODUCTION

The existence of vacancies in metals and intermetallic compounds
plays an important role for the kinetic and thermodynamic properties of
materials. In this connection the vacancy formation energy is a key con-
cept in the understanding of the processes which occur in alloys during
mechanical deformation or heat treatment. The number of vacancies in
an elemental metal at equilibrium conditions is usually small. Even close
to the melting point it is much less than one atomic percent. ‘However,
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the equilibrium vacancy concentration may be of order of ten percent in
compounds where vacancies are constitutional (structural) defects.

The formation energies of point defects in metals [1, 2] and compounds
[3, 4, 5] can nowadays be obtained from ab initio electronic structure
calculations based on density functional theory [6]. These energies may
be used to evaluate the equilibrium concentrations of point defects as a
function of temperature and composition within the framework of statis-
tical mechanical approaches among which the Wagner-Schottky model
[7] of a lattice gas of non-interacting point defects is the simplest and
.most commonly used one. In the present work we perform a complete
analysis of possible solutions of the Wagner-Schottky model. We discuss
how to characterize the type of constitutional and thermal disorder in
different compositional regions of a binary compound using the point
defect energies obtained from ab initio calculations.

METHODOLOGY

NOTATIONS AND DEFINITIONS

Let us consider a bulk crystal of an elemental metal containing N,
atoms and Ny vacancies at zero temperature. The number of vacancies
in the system is allowed to change while the number of atoms is kept
constant.

The vacancy formation energy (in the dilute limit and at T=0) is
defined as follows:

OF Oe 1)
V=F7"— = y
aNV Ny =0 axv ry—0

where E is the total energy of the system, € is the energy per atom, and
zv = Ny /N, is the atomic concentration of vacancies.

Let us now consider a single-phase, off-stoichiometric alloy having a
fixed atomic composition, A;_;B,. We assume two inequivalent sublat-
tices A and B with the multiplicity factors m4 and mp, respectively, so
the ideal stoichiometric composition is Am ,Bmg. The alloy components
(A atoms and B atoms) and vacancies, ¢ = {A, B,V}) may occupy N
lattice sites on the two sublattices a = {A, B}. The sublattices have a
balanced number of lattice sites, N, = (ma/m)N, where m = my+mp.
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Let us denote the number of lattice sites on sublattice o occupied by
component i as N;,. To describe the distribution of the alloy compo-
nents between the sublattices, one can use either atomic (z;, = Ni,/Nat)
or site (¢;, = ni,/Na) concentrations. One can easily transform be-
tween these two kinds of concentrations using the relationship ¢;, =
(m/mg)z:,/(1+zv), where v = zv, + Ty, is the net concentration of
vacancies.

The formation energies, Ey, of the four types of point defects, d =
{Ba, Va4, Ap, VB}, may be defined similar to Eq. (1):

B=222 @)

0zg4

g0

where Ae = g(A1-:B;) — (1 — z)e(A) — ze(B) is the alloy formation
energy (per atom).

Among the four total defect concentrations, x4, only three are linearly
independent:

mpB m4
SEBA—(I)AB-}-?{-(BVA— ?wVB:(S . (3)

Here § = z — (mp/m) is the deviation from stoichiometry. Those defects
which are present in the mazimally ordered state (i.e. at T — 0) of
an off-stoichiometric alloy are called constitutional defects. The defects
which appear at finite temperatures are called thermal defects, and their
concentrations, z = ¢4 — £, must obey the following constraint

mp ma
t t 11 t
mBA—xAB_*_—_m iL'VA— "‘—m ZVB—O . (4)

That is, thermal defects in ordered compounds always appear in the form
of composition-conserving combinations of point defects. A composition-
conserving defect (CD) may be specified by a quasichemical reaction:

> ngd=0 (5)
d

where the coefficients ng obey the balance equation similar to Eq. (4).
The energy of the reaction,

Ecp =) ngEq (6)
d

can be understood as the formation energy of the corresponding CD.
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DETAILS OF CALCULATIONS

The defect formation energies were calculated using a supercell ap-
proach. Total energy calculations were performed for 2 x 2 X 2 supercells
(32 lattice sites) in the case of the fec structure and 3 x 3 x 3 supercells
(54 sites) in the case of the bce or B2 crystal structures, each supercell
containing one point defect.

The present calculations were performed within the framework of an
order-N, locally self-consistent Green’s function (LSGF) method intro-
duced by Abrikosov et al. [8, 9]. The atomic sphere approximation
(ASA) was used for the one-electron potential, however, the electro-
static potential and energy contributions due to the non-spherical (mul-
tipole) components of the electron density were taken into account. This
so-called ASA+M technique allows one to obtain the surface energies
(10, 11] and the vacancy formation energies [2] for transition and no-
ble metals with an accuracy typical for the most precise full-potential
methods.

The vacancies were modeled by empty spheres. Equal radii were used
for all the atomic and empty spheres. Our calculations were performed
using the angular momentum cutoff /.4, = 3. The multipole compo-
nents of the charge density up to I = 6 were taken into account. The
total energy was calculated in the framework of the local density ap-
proximation (LDA). In the case of B2 NiAl, non-local corrections in the
form of the generalized gradient approximation [12] (GGA) were taken
into account. The core states were recalculated at each self-consistency
loop. The volume of each supercell was relaxed to its calculated equilib-
rium value. The effect of local distortions around point defects was not
considered.

VACANCIES IN TRANSITION AND NOBLE
METALS

The calculated zero temperature vacancy formation energies for the
3d, 4d, and 5d transition and noble metals are presented in Fig. 1 to-
gether with the recommended experimental values. In our calculations
all the metals have been treated in the fcc and bec crystal structures.
We also compare in Fig. 3 the present vacancy formation energies with
those obtained in previous full-potential KKR Green’s function calcu-
lations of vacancies in all the fec 4d metals [1]. From this comparison
we find that the agreement with the experimental and full-potential re-
sults is excellent. We conclude that the ASA+M calculations yield very
reasonable vacancy formation energies, in contrast to the standard ASA
calculations which typically overestimate the vacancy formation energy
by a factor of 2.
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Figure 1 Vacancy formation energies for the 3d, 4d, and 5d transition and noble
metals calculated in the fcc and bee structures and compared with the recommended

experimental values [13] (squares) and full-potential calculations [1] (triangles). AD
calculations were non spin-polarized.
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Figure 2 Heat of formation (a) and lattice parameter (b) of NiAl alloys as a function
of alloy composition. Experimental data by Henig & Lukas [14] (H&L) (corrected

for the standard state of Al), Bradley & Taylor [15] (B&T), and Taylor & Doyle [16]
(T&D) are shown for comparison.

POINT DEFECTS IN NIAL

DEFECT FORMATION ENERGIES

In Fig. 2 we compare the calculated and experimental formation en-
ergies and the lattice parameters for the B2 NiAl alloys. On either side
away from the exact stoichiometric composition the calculated results are
reported for two possible branches of the alloys: one corresponds to al-
loys with constitutional antisite defects (antisite branch), and the other
corresponds to alloys with constitutional vacancies (vacancy branch).
Our calculations correctly predict the relative stability of the antisite
and vacancy branches for the Ni-rich and Al-rich NiAl, respectively. A
nice agreement for the slopes of the concentration dependence is seen

between the results of our calculations for the stable branches and ex-
perimental data.
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Table 1 Calculated defect formation energies (eV) in NiAl

Niar Va  Alyi Vi
1.13 1.91 2.51 0.62

The calculated defect formation energies in NiAl are given in Table 1.
By definition, Eq. (2), these energies depend on standard states of the
pure elements and therefore do not have an absolute physical meaning.
This also makes problematic a direct comparison of the defect formation
energies calculated in this work with the results of previos calculations
(3,17, 4] in which different standard states have been used. However, the
formation energies of composition-conserving defects are independent of
the standard states and can be compared directly. A careful analysis
of the theoretical defect formation energies in NiAl shows that all they
are in good agreement with each other [18]. The question of how these
energies can be used to analyze the equilibrium defect concentrations
will be addressed in the following subsections.

WAGNER-SCHOTTKY MODEL

For a highly-ordered A;_,B, compound containing small concentra-
tions of constitutional and thermal defects, the Wagner-Schottky model
(lattice gas of non-interacting point defects) may be applied, which is
formulated as follows:

(i) The alloy formation energy (per atom) depends linearly on defect

concentrations,
Ae = Agg + Z Eqzq (7)
d

where Agg is the formation energy of the defect-free, stoichiometric
A, ,Bmy. The parameters Ey are the defect formation energies defined

by Eq. (2).
(ii) Only the mean-field configurational entropy is taken into account:

822%(1—}—:&‘/)111 [%(1+xv)] —Zina Inz;,, . (8)

[o4 24

The minimization of the free energy leads to the following set of Bragg-
Williams-type equations for equilibrium defect concentrations:

cplicy? =exp[-Emv/T] , Emv= maEv, +mpEy, ;

CApCVa _ _ _ .
CaLor =exp[~Eja/T] , Eja= Es,+Ev,-FEv, ;
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=exp[-Eyp/T] , Ejp= Ep,+Ev,—Ey, . (9)

This set of equations together with Eq. (3) can be solved numerically
[5] or analytically [19] in order to obtain the equilibrium defect concen-
trations.

Let us note that the equilibrium defect concentrations are fully deter-
mined by the energies of the three following defect reactions:

(MV): Multivacancy or Schottky defect, 0 = maV4 + mpVp;

(JA): Vacancy jump to sublattice A, Vg — V, + Ap;

(JB): Vacancy jump to sublattice B, V4 — Vg + By.

TYPES OF CONSTITUTIONAL AND THERMAL DISORDER

Possible types of solutions to the Wagner-Schottky model in the low-
temperature limit (i.e. types of constitutional and primary thermal de-
fects) may be qualitatively classified in terms of two following dimen-
sionless parameters:

24 =FEja/Epmqv and 25 = E;g/Eny K (10)

Formally, the set of defect concentrations in a binary alloy of a fixed
atomic composition forms a domain belonging to a 3-dimensional hy-
perplane given by Eq. (3) in the 4-dimensional space of the defect con-
centrations z4. Natural boundaries of this domain are given by the in-
equalities z;, > 0. The Wagner-Schottky model is valid at small defect
concentrations, i.e. in the vicinity of the boundary of the domain.

Let us first consider the case of T = 0. The equilibrium is determined
by the global minimum of the alloy formation energy, Eq. (7). As a lin-
ear function of the defect concentrations, the latter must have the global
minimum at the boundary of the domain (the opposite case corresponds
to a compound which is unstable against a spontaneous generation of
defects). In a non-degenerate case, the minimum will be at a vortez of
the domain where all the defect concentrations but one are equal to zero.
Which defect type is the constitutional one, i.e. remains in the maxi-
mally ordered state of a non-stoichiometric alloy, may be determined
from the map shown in Fig. 3a.

For example, our calculations of point defect energies in NiAl give
24 = zn; = —0.06 and zg = 24 = 1.50. From Fig. 3a one easily
finds that in an off-stoichiometric Nig.5_sAlp.5+5 alloy the constitutional
defects must be either antisite atoms Ni 4, (6 < 0), or vacancies Vy;
(6 > 0). The corresponding concentrations are Tq;,, = —0 and Ty, =

24.
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Thermal disorder appears in the form of composition-conserving re-
actions, Eq. (5). Any of these reactions can be associated with a certain
direction in the domain of possible defect concentrations. Thus, with
increasing temperature, the equilibrium state of the alloy will follow a
certain trajectory. At low temperatures the trajectory goes in the easiest
compliance direction along which the effective formation energy

dlna?t
Eé{)f == dT—ld )

of the corresponding CD (primary thermal defect) is minimal. Note,
however, that at high temperatures the trajectory may deviate from its
initial direction.

It is the exact result for non-interacting defects, that the easiest com-
pliance direction coincides with an edge of the domain where one has
two non-zero concentrations of thermal point defects. Therefore, the
primary thermal defect involves only two types of point defects.

There are four composition-conserving defects consisting of two types
of point defects which may become primary thermal defects in a binary
alloy of any composition including the defect-free stoichiometric alloy:

(X): Exchange-antisite defect, 0 = B4 + Ap;

(MV): Multivacancy or Schottky defect, 0 = maV4 + mpVp;

(MA): Multiple defect of type A, 0 = mV4 + mpAg;

(MB): Multiple defect of type B, 0 = mVp + m4Bj.

The presence of the constitutional defects in the A-rich or B-rich off-
stoichiometric alloys gives an additional possibility to satisfy Eq. (4) by
replacing the constitutional antisites by vacancies and vice versa. Since
the formation of such a defect may be viewed as a transition of the alloy
from the stable to the unstable branch, we will call it an interbranch -
defect:

(IAL): Interbranch A, myAp = mVp;

(IBx): Interbranch B, mpB4 & mVjy.

Here we consider two limiting cases: nearly stoichiometric alloy, 2§ <
g4, < 1, and concentrated off-stoichiometric (A-rich or B-rich) alloy,
gy < 2§ <« 1. The effective formation energy may be evaluated as
follows:

(d € CD) (11)

EgY = Ecp/(Zing) (12)

where the primed sum does not include the constitutional defects in the
case of concentrated off-stoichiometric alloys.

The results for the stoichiometric, A-rich, and B-rich alloys are plotted
in Fig. 3b-d. Each field in the corresponding map denotes the range of
the z4 and zp parameters for which the given composition-conserving
defect dominates at low temperatures.

71



72

(@)

|
(1A+) | (1A-)

Figure 3 (a) Two-dimensional map of constitutional defects, Each field is labeled
by the pair of the constitutional defects (in parentheses) corresponding to B-rich
and A-rich regions, respectively. Maps of primary thermal defects in the stoichio-
metric (b), A-rich (c), and B-rich (d) alloys. Each field is labeled by the name
of the composition-conserving defect which dominates at low temperatures. The
point coordinates (z4,z5) are as follows: 0(0,0); L(—m3!, mp'); N(m3!, -m3');
P(m3', m3'); K(m™!,m™); Ki1(0,m™1); K2(1,0); Ks(m™!,0); and K4(0,1). The
triangle corresponds to B2 NiAl (A=Ni, B=Al).




In the case of NiAl, we find that the MA (triple) defect, 0 — 2V; +
Niy;, dominates in the stoichiometric and Ni-rich NiAl, whereas the IB-
(interbranch Al) defect, 2Viy; — Aln; is the primary thermal defect in
Al-rich NiAl. At high temperatures, however, the triple defect becomes
dominant also in Al-rich NiAl [5].

While a triple defect produces three point defects thereby increasing
the vacancy concentration, an interbranch defect brings totally —1 point
defect into the system and decreases the concentration of vacancies. Due
to the competition between the triple and interbranch Al defects in the
Al-rich NiAl, the equilibrium vacancy concentration decreases with in-
creasing temperature up to a certain limit, but at higher temperatures
the vacancy concentration starts to increase because the triple defect
becomes dominant. As a result, a minimum appears in the temperature
dependence of the equilibrium vacancy concentration [20, 5, 18].

SUMMARY

We have used the order-N LSGF method in conjunction with an
electrostatic multipole correction to the atomic sphere approximation,
ASA+M, to calculate the vacancy formation energies in the 3d, 4d, and
5d transition and noble metals. The results are in excellent agreement
with the available full-potential calculations and with experiment. The
method has also been applied to calculate the formation energies of na-
tive point defects in B2 NiAl.

By means of geometrical analysis of the Wagner-Schottky model, we
have shown that the type of constitutional and thermal disorder in a
binary compound is completely determined by two parameters that are
certain dimensionless combinations of the point defect energies. These
parameters are used to construct two-dimensional maps of possible types
of disorder for different compositional regions of the compound. The
types of thermal disorder in NiAl are characterized.
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ABSTRACT

We present recent Monte Carlo results on surfaces of bec-structured binary alloys
which undergo an order-disorder phase transformation in the bulk. In particular, we
discuss surface order and surface induced disorder at the bulk transition between the
ordered (DO3) phase and the disordered (A2) phase. An intricate interplay between
different ordering and segregation phenomena leads to a complex surface behavior,
which depends on the orientation of the surface under consideration.
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INTRODUCTION

The structure and composition of alloys at external surfaces and in-
ternal interfaces often differs significantly from that in the bulk. In most
cases, this refers only to very few top layers at the surface, over a thick-
ness of order 1 nm. In the vicinity of a bulk phase transition, however,
the thickness of the altered surface region can grow to reach mesoscopic
dimensions, of order 10-100 nm. If the bulk transition is second order,
for example, the thickness of the surface region is controlled by the bulk
correlation length, which diverges close to the critical point[1]. Close to
first order bulk transitions, mesoscopic wetting layers may form[2].

While these various surface phenomena are fairly well understood in
simple systems, such as surfaces of liquid mixtures against the wall of
a container, the situation in alloys is complicated due to the interplay
between the local structure, the order and the composition profiles. In
alloys which undergo an order/disorder transition, for example, the sur-
face segregation of one alloy component can induce surface order[3, 4, 5]
or partial surface order[6, 7] at surfaces which are less symmetric than
the bulk lattice with respect to the ordered phase. Even more subtle
effects can lead to surface order at fully symmetric surfaces[8, 9, 10, 11].
Furthermore, different types of order may be present in such alloys[12],
which can interact in a way to affect the wetting behavior significantly
(14, 15].

In this contribution, we discuss a situation where such an interplay of
segregation and different types of ordering leads to a rather intriguing
surface behavior: Surface induced disorder in a binary (AB) alloy on
a body centered cubic (bcc) lattice close to the first order bulk tran-
sition between the ordered DOs phase and the disordered bulk phase.
Surface induced disorder is a wetting phenomenon, which can be ob-
served when the bulk is ordered and the surface reduces the degree of
ordering ~ usually due to the reduced number of interacting neighbors
(13, 16, 17). A disordered layer may then nucleate at the surface, which
grows logarithmically as the bulk transition is approached. According to
the theoretical picture, the surface behavior is driven by the depinning
of the interface between the disordered surface layer and the ordered
bulk.

MONTE CARLO SIMULATIONS

In order to study the validity of this picture, we consider a very ide-
alized minimal model of a bce alloy with a DOs phase: The alloy is
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(@ A2

Figure 1 Ordered phases on the bec lattice: (a) disordered A2 structure, (b) ordered
B2 and (c) DOs; structure. Also shown is assignment of sublattices a,b, ¢ and d.

Figure 2 Phase diagram in the T — H plane. First order transitions are solid lines,
second order transitions dashed lines. Arrows indicate positions of a critical end point

(cep) and a tricritical point (tcp).
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mapped on an Ising model on the bec lattice with negative nearest and
next nearest neighbor interactions. The Hamiltonian of the system then
reads

HZVZS{S]'+(1VZS{5J'—H25{, (1)

(5) ((45)) i

where Ising variables S = 1 represent A atoms, S = —1 B atoms, the
sum (i) runs over nearest neighbor pairs, ((ij)) over next nearest neigh-
bor pairs, and the field H is the appropriate combination of chemical
potentials 14 and pup driving the total concentration ¢ of A in the alloy,
(c= ((S)+ 1)/2).

The phases exhibited by this model are shown in Figure 1 In the
disordered (A2) phase, the A and B particles are distributed evenly
among all lattice sites. In the ordered B2 and DOj3 phases, they arrange
themselves as to form a superlattice on the bec lattice. The parameter
a was chosen o = 0.457, such that the highest temperature at which a
DO3 phase can still exist is roughly half the highest temperature of the
B2 phase, like in the experimental case of FeAl. The resulting phase
diagram is shown in Figure 2.

In order to characterize the ordered phases, it is useful to divide the
bee lattice into four face centered cubic (fcc) sublattices as indicated on
Figure 1, and to define the order parameters

o= ((S)a+ (S = (S)e ~ (S)a)/2
b2 = ((S)a = (S +(S)e = (S)a)/2 (2)
Ys = ((S)a = (S — (S)e +(S)a)/2,

where (S), is the average spin on the sublattice a. In the disordered
phase, all sublattice compositions are equal and all order parameters
vanish as a consequence. The B2 phase is characterized by v; # 0 and
the DO3 phase by 9; # 0 and 99 = +¢3 # 0. The two dimensional
vector (1)q,%3) is thus an order parameter for DO3 ordering, and the
latter can be characterized conveniently in terms of its absolute value.

P23 = 1/ (22 + 932) /2, (3)

We have studied free (110) and (100) surfaces of this model at the
temperature T = 1kgT/V in the DO3 phase close to the transition to the
disordered phase. To this end, we have first located the transition point
very accurately by thermodynamic integration[18], Hy/V = 10.00771[1].
We have then performed extensive Monte Carlo simulations of slabs each
100-200 layers thick, with free boundary conditions at the two confining
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(110) or (100) planes, and periodic boundary conditions in the remaining
directions.

In all of our simulations, the average value of the Ising variable in the
top layer was one, i.e., the top layer was completely filled with A atoms.
Having stated this, we shall disregard this layer in the following and
discuss the structure starting from the next layer underneath the surface.
The layer order parameters 4;(n) and the layer compositions c(n) can
be determined in a straightforward manner for (110) layers, since they
contain sites from all sublattices. In the case of the (100) layers, it is
useful to define ¢ and the 9; based on the sublattice occupancies on two
subsequent layers.

Fig. 3 shows the calculated profiles for two choices of H close to
the transition. One clearly observes the formation of a disordered film
at the surface, which increases in thickness as the transition point is
approached. The film is characterized by low order parameters ¢, and
193, and by a slightly increased concentration c of A sites. The structure
very close to the surface depends on its orientation: The composition
profiles display some characteristic oscillations at a (110) surface, and
grow monotonously at a (100) surface. The order 33 drops to zero. The
order 1; drops to zero at the (110) surface, and at the (100) surface, it
changes sign and increases again in the outmost two layers. The latter
is precisely an example of the segregation induced ordering mentioned
earlier(3, 4, 5].

We can thus distinguish between two interesting regions in these pro-
files: The near-surface region, where the properties of the profiles still
reflect the peculiarities of the surface, and the interfacial region, where
the profiles are determined from the properties of the interface separat-
ing the disordered surface film from the ordered bulk.

The structure of the profiles in the interfacial region is basically de-
termined by the fluctuations of the interface, which are characterized by
a transverse correlation length §. The latter is in turn driven by the
thickness of the film and the interfacial tension o or, more precisely, by
a rescaled dimensionless interfacial tension

1w = 4n&o kT, (4)

with the bulk correlation length &. The renormalization group the-
ory of critical wetting[2], which should apply here[16], predicts that the
transverse correlation length diverges according to a power law

&) « _\}E(HO - H)™ (5)
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as Hy is approached, with the exponent Y| = 1/2. With this knowledge,
one can calculate the effective width of the order parameter profiles,
€L o< \/=wIn(Hy — H), the profiles of layer susceptibilities etc. We have
examined these carefully at the (110) interface and the (100) interface,
both for the order parameters v; and ¥a3, and we could fit everything
nicely into the theoretical picture. Our further discussion here shall
focus on the near-surface region. ‘

Assuming that the order in the near-surface region is still determined
by the fluctuations of the interface, the theory of critical wetting predicts
a power law behavior

Vo1 & (Ho ~ H)P (6)
(110) surface (100) surface
088 0.86 e
o—0 H=10.007
+—— H=10.003
0.85 +
¢ C o84
083 |
0.82
06 sasvasy
H=10.003
05|
04|
03t
02|
0.1} ooy,
“’23
0.0
0 10 20 30 40 50 o 1020 30 a0 5080 70 %0
Layer Layer

Figure 3 Profiles of the total concentration (top) and order parameters g (bottom,
circles) and 23 (bottom, squares) at the (110) surface (left) and at the (100) surface
(right) for different fields H in units of V as indicated.

for value %)a, 1 of the order parameter Yo directly at the surface,
regardless of the structure of the surface. Figure 4 shows that, indeed,
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the surface order parameter 13 decays according to a power law at
both the (110) and the (100) surface, with the same exponent and the
exponent is in both cases identical within the error, $; = 0.618. Fur-
thermore, we notice strong finite size effects close to the Ho. Since these
are asymptotically driven by the ratio (L/)), they can be exploited to
determine the behavior of £ as the phase transition is approached, i.e.,
the exponent v)|. The finite size scaling analysis yields v = 1/2[19], in
agreement with the theory.

(110) surface (100) surface

o ooood

Slope: 0.801[4] Slope: 0.618[4]

* 20x20x100
+ 40x40x100
» 64°64"148
a 70x70x100

® 64°64"148 s

01 s 70°70"100 8 01 *72'72"172
* 72°72"172 > 4 80x80x100
4 80*80°200 - 80x80x200
v 90°90"148 ¥ 90x90x148
© 100100100 © 100x100x100
0 1007100128 o 100x100x128
©100*1007148 © 100x100x148

0.01 . . 0.01 - * .
001 0.01 0.1 1 0.001 0.01 0.1 1
(H-HWV (H-H)V

Figure 4~ Order parameter 123 at the surface at the (110) surface (left) and the (100)
surface (right) vs. (Ho — H)/V for different system sizes L x L x D as indicated. Solid
line shows power law with exponent 8, = 0.618.

The profiles of 193 thus seem entirely determined by the depinning of
the interface, in agreement with the standard theory of critical wetting.
The situation is however different when one looks at the other order
parameter, 1. This is not particularly surprising in the case of the (100)
surface. We have already noted that this surface breaks the symmetry
with respect to the 1; ordering, hence the segregation of A particles to
the top layer induces additional ¢ order at the surface (Figure 5). The
(110) surface, on the other hand, is not symmetry breaking. The order
1, decays at the surface, yet with an exponent 3; = 0.801 which differs
from that observed for 1,3 (Figure 6). Even more unexpected, the finite
size effects cannot be analyzed consistently with the assumption that
the transverse correlation length diverges with the exponent v = 1/2,
but rather suggest v = 0.7 £ 0.05. The order parameter fluctuations
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of ¢; at the surface seem to be driven by a length scale which diverges
at Ho with an exponent different from that given by the capillary wave
fluctuations of the depinning interface.

®—@ Layers (0 1)
B—& Layers (12)
¢— Layers (2 3)
&—2A Layers (3 4)
<¢—-J Layers (4 5)
VV—Y Layers (5 6)
B——= Layers (6 7)

0.01 - :
0.001 0.01

(H,—H)/v

Figure 5 Order parameter v; in the first layers underneath the (100) surface vs.
(Ho — HY/V .

SUMMARY

To summarize, we have seen that the phenomenology of surface in-
duced disorder in a relatively simple bec alloy with just two coupled types
of ordering is much more complex than predicted by the standard theory
of surface induced disorder and critical wetting. Looking at our profiles,
we were able to distinguish between two regions, the near-surface region
and the interfacial regions. In the situations studied in our simulations,
it seemed that these regions could be well separated from each other.
Some rapid variations of the profiles in the near-surface region, are fol-
lowed by smooth changes in the interfacial region. The local surface
structure affects the total composition profile relatively strongly, and
has practically no influence on the profile of the DOj3 order, 153. In the
case of the B2 order, 1, the situation is more intriguing. The symme-
try breaking (100) surface induces local order in the near-surface region




1 ¢ T T T

= 80x80x100
@ 80x80x200
& 100x100x148
v 100x100x100

Slope: 0.61[2]

. 1 . 3
0.001 0.01 0.1
(H,—H)V

Figure 6 Order parameter ¥; at the (110) surface vs. (Ho—H)/V for different system
sizes L x L x D as indicated. Solid line shows power law with exponent 8, = 0.801.

0.01 0

which apparently does not couple to the interface. At the non-symmetry
breaking (110) surface, ¢; was found to exhibit qualitatively new and
unexpected power law behavior as the wetting transition is approached.

The last observation clearly requires further exploration in the future.
The picture will be even more complex in situations where the near-
surface profiles and the interfacial profiles cannot be separated any more.
We expect that this could be the case, e.g., at (111) surfaces, which break
the symmetry with respect to both B2 and DO3 ordering.

F.F. Haas was supported by the Graduiertenforderung of the Land Rheinland-Pfalz.
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ABSTRACT

The high-accuracy ring approximation elaborated in [R. V. Chepulskii and V. N.
Bugaev, J. Phys. Condens. Matter 10, 7309; 7327 (1998)] by use of the thermody-
namic fluctuation method in the context of the modified thermodynamic perturbation
theory as applied to the lattice gas model is generalized for calculation of the short-
range order (SRO) parameters and their Fourier transform in disordered binary alloys
with many-body atomic interactions of arbitrary order and effective radius of action.
On the basis of the comparison with the Monte Carlo simulation data, the numerical
accuracy of the derived approximation is studied. It is demonstrated that the tem-
perature dependence of a position in reciprocal space of the SRO Fourier transform’s
maximums is correctly described within this approximation.

INTRODUCTION

In [1], a number of analytical approximations were elaborated for
calculation of the short-range order (SRO) parameters and their Fourier
transform in disordered (i.e. without a long-range order) binary alloys
with a Bravais crystal lattice and with many-body atomic interactions
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Kluwer Academic/Plenum Publishers, 2000
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of arbitrary orders and effective radius of action. To achieve this aim,
the Krivoglaz approach [2] based on application of the thermodynamic
fluctuation method within the mean-field approximation was used. From
the all obtained approximations, the generalized spherical model one
yielded the highest numerical accuracy of results.

However, within the spherical model approximation it is impossible
to describe the phenomenon of temperature dependence of a position
in reciprocal space of the SRO Fourier transform’s maximum in case of
temperature independent atomic interactions. The presence of nonpair
atomic interactions has no effect on this conclusion [1]. Thus, the use of
this approximation is not adequate when the denoted phenomenon takes
place, as, e.g., in Pd-V [3, 4], Cu-Au, Cu-Pd [5]-[9] as well as Pt-V [10]-
[12] alloys and in a binary Madelung lattice [4, 13].

In case of absence of nonpair atomic interactions in alloy, the denoted
temperature dependence can be correctly (see [4]) described using the
ring approximation, derived by use of the thermodynamic fluctuation
method within the first order of a modified thermodynamic perturbation
theory under the choice of the inverse effective number of atoms inter-
acting with one fixed atom as a small parameter of expansion [14, 15].
For such description to be correct also in case of alloys with nonpair
atomic interactions (such as Cu-Au and Cu-Pd ones [5]-[7]), it seems to
be useful to generalize the ring approximation to this case. The present
paper is devoted to the performance of such generalization.

THEORY

In general, in the framework of the lattice gas model, the Hamiltonian
H of a two-component A-B alloy with a Bravais crystal lattice and with
many-body atomic interactions of arbitrary orders and radius of action
can be written in the following form [1]

H=Nvw+Xll 55, R, e Vl(ﬁ?az,_,,,nnCRlch ...CR, =
1 2
= Nvo+ Zr V& 'Cr + § Tr, r, Vit R, CR, Cy + (1)
3
+8 TRy o,y Vit Ry CRiCraCrg -

In Eq. (1): vg is the energy per site of ”alloy” in which all N sites are
occupied by B-type atoms, VI({T),RQ,...,R,I is the mixing potential of n-th
order (n=1,2,...,N), Cr takes the values 1 or 0 depending on whether
the site R is occupied by an A- or B-type atom, the summations on the
vectors R, R, Ry, ..., Ry are carried over all crystal lattice sites. The

expression for the grand thermodynamic potential Q of the system in
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question may be presented in the following form [16]:
Q=Q— kT In AT + AQ, (2)

where

Q= N (vo - ), 3)

n=2 1, 2 n
(4)
Vi 4 us if n=2
Wf({n)R R = R;,R, R, R; ] ’ (5)
1,842, VRT:,RL.__’Rn ,lf > 9
p=2 (Vf({l) — pa + NB) : (6)

ta and up are the chemical potentials of A- and B-type atoms, respec-
tively, T' is the absolute temperature, kg is the Boltzmann constant, the
sign (...) means the statistical average over all states with given values
of the long-range order parameters, ér, r, is the Kronecker’s delta,

InAT = -3 [PrlnPr+ (1 - Pr)In(1 - Pr)], (7)
R

Pp = (Cr) (8)

and is equal to the probability of finding an A-type atom at the site
R. Notice that the values of the chemical potentials us and pp and,
therefore [see (6)], the value of x4 must satisfy the general thermodynamic
relationships

Pr = (Cm) (9)
and is equal to the probability of finding an A-type atom at the site
R. Notice that the values of the chemical potentials us and up and,
therefore [see (6)], the value of u must satisfy the general thermodynamic
relationships

(Na) =~ (09/0pa)y, (Ng)= - (09/0us).  (10)

According to the general approach of the thermodynamic perturba-
tion theory [14]-[19], the expression (4) for AQ can be expanded in a
cumulant series in powers of the inverse temperature. Following to the
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generalized Brout’s approach [17, 16], let us select the contributions Q,ero
and $ing to the cumulant expansion from the summands proportional,
respectively, to zeroth and first powers of the quantity 2~! with z being
equal to the effective number of atoms interacting with one fixed atom:

Qyero = Qo+ Z > Wi Rr...n, PriPr, ... Pr, —ksTIn AT,
R17R2: 1Rn
(11)
kgT & 1
Qring = — - “Rs .- fR,—
ring 92 ;n(—kBT)” RI’RE;’R” le szRg R; fRn Ry
(12)
where
N-2 Ppr Ppi ... By
R," R
fr.-r; = Pr,(1-Fr,) E Z 1 ;| IW1(12+IIL)R R,
1=0 R/’R,”“’R; . (EEA EE S L C PRl 1
(13)

In the case of the disordered state of alloy, when Pp = ¢ = Na/N for
any R, we have

Qzero IP =c

_ pc?2 (1)
=+ N —5——{-2— 00,.0 T kBT [elnc+(1-c)ln(l-c)],

=2 l'
(14)
kBT ( C) v reff
Qring |P =c= Zl [1 + kgT (iu’+ Vq )] ) (15)
where
-y SR =P+ T+ STt (16)

n=0

-1
V(I"') = Z V(T), - ey ,0 €XP (—iZk.’Ri) (17)

1, 255 n—1

is the Fourier transform of the n-th order mixing potential and each
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summation on wave vector is carried over all the points specified by the
cyclic boundary conditions in the corresponding first Brillouin zone.

Applying the thermodynamic fluctuation method [1, 2],[14]-[19] to
the expressions for Qgero and Qero + ring and using (10), we obtain,
respectively, the two following approximate expressions

M _ c(l-¢ ”eff]—l

= [+ S 2w ) (19
rmg (1 ) Vef-f Vrmg - 19
o™ = |1+ S+ BT+ ) (19)
for the Fourier transform ay of the SRO Warren-Cowley parameters ar
ax = Zan exp (—itkR), (20)

R .
ar,-p, = (CrCro) = &) fe(l-a1" . (21)

In (19)

ring _ ar—1 C(l—C)#’“,),_ /2+(1‘2°)“’(3,)— —o® -
Vin= N Z{ 1+¢Dc(1-c)/(kn T)

=06 ] +2e(1-0)(1-20)p Vol _ +(1-2¢f0® o)

2kBTl1+<p(2)c(1—c)/(kBT)j l1+¢(2l c(l—c)/(kBT)J

(22)

and, taking into account only pair, triplet and quadruple atomic inter-
actions,
(2)_#+VEH_/‘+V(2)+C (3)+ ]((‘:))07
3 3 4
Ay = T+ Tl (23)
(4 @)
Phi ko ks = Yk ko ks
In both expressions (18) and (19), u is the quantity to be found from

the equation
N> aq=1 (24)
a

at substitution of the corresponding function oy.

The expression (18) corresponds to the generalized spherical model
approximation derived in [1]. The expression (19) is a generalization of
the ring approximation [14] to this case of alloys with nonpair atomic
interactions. In analogy, we shall call this approximation the generalized
ring one. Note that such name of the approximation is in accordance
with the topology of the diagrams corresponding to ng within the
diagram technique developed in [16].
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INSTABILITY WAVE VECTORS

Within the mean-field approximation, as it follows from the corre-
sponding expression for the critical temperature 7, of the order-disorder
phase transition in alloy with only pair atomic interactions:

kgTc = —c(1-c¢) mkin 171((2) =—-c(l-¢) ‘7,((02), (25)
one should investigate the minima of the Fourier transform 17]((2) of the
pair mixing potential, if one wants to find the instability wave vector kg
[18]-[20]. Because the positions of the maxima of the Fourier transform
ag of the SRO parameters correspond to the instability wave vectors
when the temperature approaches its critical value, the above conclusion

may be achieved from the following mean-field like Krivoglaz-Clapp-
Moss formula [2, 21]

_ c(l-0z@)]™
ak—A[l-f-‘—kBTk (26)
(A is a normalization factor), which is characterized by the coincidence
of the positions of the maxima of oy with the positions of the minima
of f/km in the reciprocal space at arbitrary values of the concentration
and temperature.

In case of presence of nonpair atomic interactions in an alloy, the
expressions

kple=—c(l—c)min R = —c(1 - o) Vi (27)

(see [1]) and (18) are the analogies of (25) and (26), respectively. There-
fore, in this case, the function Vifﬁ plays the role of ‘7}‘(2), and the minima

of 17;“ rather than of ‘71((2) should be investigated if one wants to find the
instability wave vectors within the mean-field approximation. Note that
the information concerning the topology of the function Vie is also useful
for prediction of a high temperature behavior of the SRO Fourier trans-
form, because, at high temperatures, the generalized spherical model
approximation (18) demonstrates the high numerical accuracy of results
[14].

"From the corresponding expressions (19)-(24), it follows that, within
the generalized ring approximation, the positions of the maxima of oy
may not coincide with the positions of the minima of Vfﬂ in the recipro-
cal space. Thus, within this approximation, even in case of temperature
independent atomic interactions, the description of the temperature de-
pendence of a position in reciprocal space of the SRO Fourier transform’s

94




maximum in principle is possible , in contrast to the generalized spher-
ical model approximation. To verify such possibility, we consider the
case of Ni-V alloy in the next section.

CASE OF NI-V ALLOY

The parameters of atomic interactions for this alloy were calculated
within the Connolly-Williams method in [22]. By use of these parame-
ters, we investigated the behavior of the Fourier transform of the SRO
parameters in cases of NigV (¢=0.25) and NiV (¢=0.50) disordered al-
loys within the generalized spherical model (18) and ring (19) approxi-
mations. The obtained results are presented in Fig. 1.

From Fig. 1, it follows that, in the case of NizgV (¢=0.25) alloy,
the SRO Fourier transforms oy as calculated within both the general-
ized spherical model and ring approximations have the absolute maxima
in W(1,1,0) point. (We present the decart coordinates of points in a
reciprocal space in units of %", where a is the lattice parameter).

In the case of NiV (¢=0.50) alloy, the SRO Fourier transforms ay as
calculated within the generalized spherical model and ring approxima-
tions have the absolute maxima in different points: in X(1,0,0) and
in a non-high symmetry point belonging to the high-symmetry line
E(%,%,O), respectively. Note that the results presented in Fig. 1
obtained within the generalized ring approximation in the case of NiV
(¢=0.50) alloy correspond to comparatively low temperatures. At suffi-
ciently high temperatures, the results obtained within both the general-
ized spherical model and ring approximations are identical in accordance
with the high numerical accuracy of the generalized spherical model ap-
proximation at high temperatures [1].

CONCLUSIONS

From a comparison of the data presented in Fig. 1 and those obtained
in [23], it follows that the results obtained within the generalized ring
approximation is in agreement with that of the Monte Carlo simulation
in both considered cases, in contrast to those obtained within the gener-
alized spherical model approximation. Thus, within the generalized ring
approximation, the description of the temperature dependence of a po-
sition in reciprocal space of the SRO Fourier transform’s maximum for
temperature independent atomic interactions is really possible and cor-
rect. Note that the knowledge of the correct position of such maximum
when the temperature approaches its critical value is helpful for deter-
mination of the long-range order superstructure appearing as a result of
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Figure 1. The dependencies of the Fourier transform of the SRO parameters with
respect to the wave vector within the plane (h,k,0) in the corresponding first
Brillouin zone as calculated within the generalized spherical model (17) (SM) and
ring (18) (RING) approximations in the cases of Ni3V and NiV alloys.
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order-disorder phase transition, because the position of this maximum
characterizes one of such superstructure wave vectors [18]-{20].

It should be noted that, within both the generalized spherical model
and ring approximations, the effective radius of atomic interactions in
alloy is not limited a prior: (in contrast to the widely used Monte
Carlo and cluster-variation methods), because only the Fourier trans-
forms of the mixing potentials appear in the corresponding expressions
(18)-(24). Moreover, it is revealed [1, 16] that the numerical accu-
racies of these approximations turn higher with increasing such effec-
tive radius. Thus, the generalized spherical model and ring approxi-
mations may be recommended for a description of actual alloys with
a long-range character of atomic interactions caused, for example, by
the strain-induced (elastic) effects. Note that, within the high-accuracy
Tokar-Masanskii-Grishchenko approximation [24, 25] based on applica-
tion of the vy-expansion method [26], it is possible to take into account
long-range contributions of only the pair interatomic potentials, whereas
the nonpair atomic interactions are not taken into account within this
approximation at all. As shown in [16], the generalized spherical model
and ring approximations can be readily applied in combination with such
widely used approaches for calculation of interatomic potentials in alloys
as the generalized perturbation [27]-[30] and Connolly-Williams [31]-[32]
methods as well as the mean-field concentration functional theory [33]-
[35].

The other important advantage of the generalized spherical model and
ring approximations is the ability to calculate the Fourier-transform of
the SRO parameters directly, without neglecting the values of these pa-
rameters for coordination shells with large radius, as is done within the
Monte Carlo and cluster-variation methods. It is especially important
in the case of alloys with long-range atomic interactions and/or of al-
loys whose temperature is close to the order-disorder phase transition
temperature (due to the corresponding increase of the effective radius of
interatomic correlations). In [16], it is revealed that the above-mentioned
neglection may result in a wrong description of the SRO Fourier trans-
form in the vicinity of the origin of the reciprocal space. Within the
generalized spherical model and ring approximations, through the inte-
gration of the SRO Fourier-transform over the first Brillouin zone, it is
possible to calculate the SRO parameter for an arbitrary given coordi-
nation shell as well.
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ABSTRACT

Pyrochlore oxides, A,B,0; , are superstructures based upon a fluorite-type (C1)
arrangement of ions. Usually the B cation is tetravalent, and A is a larger trivalent ion.
These species are ordered among the 8-coordinated interstices in the simple cubic anion
array. To achieve charge balance, one-eight of the anions in the parent fluorite array are
omitted in an ordered fashion such that only six anions coordinate B. The nearest-neighbor
oxygen ion to the vacant anion site is displaced from its ideal location and relaxes toward
the vacancy. The driving force for the ordering that creates the pyrochlore superstructure is
believed to be the size difference between the A and B cations. Some, but not all,
pyrochlores disorder when heated to very high temperature (usually above 2000° C). Tt has
recently been observed that substitution of a larger tetravalent cation in solid solution in the
B site, A2(B'yB1_y)207, will progressively drive the system toward disorder to a
non-stoichiometric fluorite structure which lacks long-range order.

Details of the atomic arrangements that accompany chemically-driven disorder in a
number of pyrochlore solid solutions were determined through Rietveld analyses of neutron
and X-ray powder diffraction patterns. Results have been obtained for solid solutions with
A =Y and pair-wise substitution of Zr, Sn or Ti in the B site. One would anticipate the rates
of disorder in the cation and anion arrays to be coupled through Coulombic interactions.
Remarkably, anion and cation arrays disorder at independent rates in all systems. The
(Sn-Ti) solid solutions displayed little disorder despite appreciable overlap in the range of
radius ratio Ra/Rg with that of other systems. Thermally-induced disorder was examined
with in-situ diffraction measurements at temperatures up to 1500° C and revealed behavior
similar to the effects induced by solid solution.

Properties of Complex Inorganic Solids 2, edited by A. Meike et al.
Kluwer Academic/Plenum Publishers, 2000 101



INTRODUCTION

The pyrochlores, A;B,0;, constitute a large family of ceramic oxides with a
remarkable range of physical properties: catalytic activity, electro-optic and piezoelectric
behavior, ferro and ferrimagnetism, and giant magnetoresistance. Our interest in the
materials is based in part on their electrical behavior. This can be metalhc semiconducting
or ionic, depending on composition and doping. It has been suggested' that a monolithic
fuel cell might be fabricated from a single pyrochlore composition appropriately doped to
have electronically-conducting electrode regions separated by an electrolyte region that is an
oxygen fast ion conductor. Mechanical and chemical compatibility of cathode, electrolyte,
and anode would be assured as a consequence of their consisting of same oxide.

A second and more fundamental reason for our interest in the pyrochlore oxides is
the fact that some materials with this structure type undergo disorder transformations that
involve both the cation and anion arrays. We are aware of no other structure type for an
oxide that displays such behavior. It has recently been found that the disordering process
may be driven chemically through alloying with a cation species that reduces the difference
in average size of the cations that constitute the A and B atoms in the generalized formula.
We describe in the present paper the results of some recent studies of the structural nature
of this disorder process. Remarkably, it is found that in an ionic system the disorder
process proceeds independently in the anion and cation arrays in spite of the fact that one
might intuitively expect coupling of the state of disorder in the oppositely-charged arrays.

Some pyrochlore oxides, but not all, have been shown to disorder at elevated
temperatures. In the present work we also provide a brief description of the first in situ
studies of the changes in atomic arrangement as a function of temperature up to 1500° C.
The disorder processes in the cation and anion arrays are, again, found to take place at
independent rates.

THE PYROCHLORE STRUCTURE TYPE

A discussion of the disorder processes in the present systems requires familiarity
with the nature of the pyrochlore structure. The prototype phase that gives its name to the
structure type is a mineral’ with idealized composition (Ca,Na),(Nb,Ta),0¢ (O,O0H,F). A
much greater variety of cations is commonly found to be incorporated in solid solution in
specimens that occur 1n nature. The prototype mineral is a II'V compound; phases may be
synthesized in which A** is a species such as Ca, Ag or Cd, and B> is Nb, Ta, or Sb. The
majority of known pyrochlore oxides, however, and those that are examined in the present
study, are III-IV phases in which A is a trivalent ion, usually the larger of the two cation
species, and B is a smaller tetravalent species.

The pyrochlore structure is a superstructure with a lattice constant equal to twice
that of a parent MO, arrangement of jons. The latter configuration of ions, known as the
fluorite structure type (also referred to, for alloys, as the C1 structure), is a face-centered
cubic array of M** within which anions are situated in all of the available tetrahedral
interstices, Fig. 1a. Each cation is coordinated by a regular cube of anions; the cubes are
linked by the sharing of edges. The anion arrangement may be viewed as a primitive cubic
array within which cations occupy alternate cubes.

The pyrochlore superstructure space group Fd3m, is derived from the fluorite
arrangement. The A®* and B** ions order among the cation sites in the fluorite arrangement
such that rows of each cation spec1es alternate along <110> directions, Fig. 1b. If the
origin of the cell is placed at an A** , this cation occupies position 16¢ 3m 000 in the space
group; B* occupies position 16d 3m 12 12 102, Charge compensation is achieved by
ordered omission of anions from 1/8 of the sites that would be occupied in an ideal

102




fluorite-type structure. The A** cation remains coordinated by eight O jons, but only six
anions surround B*, Fig. lc. Two crystallographically-independent anions are present in
the structure. A first, designated O(1), occupies position 48f mm x 1/8 1/8 of the space
group. A second ion, designated O(2), is situated in position 8a 43m 3/8 3/8 3/8 . The
oxygen ion missing from an ideal fluorite-like structure would occur at position 85 4 3m 1/8
1/8 1/8. This anion site is indicated in Fig. 1 by a small cross. If the variable coordinate, x,
of O(1) was precisely equal to 3/8 the oxygen ions in the pyrochlore structure would
constitute the regular cubic array that occurs in the fluorite structure-type. Instead, x is
usually greater than 0.375. This represents a distortion whereby O(1) relaxes towards the
“vacant” O(3) position. The relaxation undoubtedly occurs, at least in part, as a
consequence of the absence of a repulsive interaction with the oxygen ion that would
occupy the O(3) position in an ideal fluorite-like arrangement of anions. It should be noted,
however, that the smaller B** cations are located between O(1) and the vacant site. The
larger bond distance between A* and O(1) relative to the interionic separation of B* and
O(1) will also contribute to displacement of O(1) towards the unoccupied anion position.

STABILITY FIELD OF THE PYROCHLORE STRUCTURE TYPE

In the early 1970’s a number of workers®” synthesized series of pseudo-binary
pyrochlores in which a specific B* ion, (such as Sn**, Ti**, or Hf**) was combined with a
series of trivalent cation species of different radii. The latter included the lanthanide
elements and other trivalent ions such as Y>*, TI**, or Bi**. These studies provided insight
into the driving forces for ordering in the pyrochlore structure type. When the existence of
a pyrochlore phase was plotted in a field defined by the radius of the A®* jon along a

. B A*in 16¢ O O(1) in 48F

O 0 ‘ B in 164 (IMD 0(2) in 8a

+ 0(3) in 8b

@ (b) ()

Figure 1.  Projections along a; of the cell contents of the fluorite structure type and the ordered pyrochlore
superstructure. (a) Projection of the cell contents for 0 < z <1/4 for the fluorite (C1) structure type. Cations in
a fcc arrangment are coordinated by a regular tetrahedron of anions. (b) Projection of the contents of the
pyrochlore cell for 0<z<1/8 showing the ordering scheme for the tetrahedrally-coordinated cations. Note the
displacement of O(1) in direction of the unoccupied O(3) site (marked with a cross). The distortion depicted
A=x-3/8=0.4207, is the value found for Y,Sn,0;. (c) Projection of the pyrochore structure for 1/8-A<z<3/8+A
showing the distorted 8-fold coordination of A>* by four O(1) and two O(2) anions, and 6-fold coordination of
B™ by six O(1) ions and two O(3) sites. Two O(1)-O(2) pairs superpose in projection about A*. The anion
“on top” (larger z) is depicted as a circle of slightly reduced diameter,
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vertical axis and the radius of B* horizontally, it was found that formation of an ordered
pyrochlore occurred for RA>0.98A when 0.58<Rp<0.68A and only when Ra/Rg was above
a lower limit® when Rg>0.68. For values of Ra/ Ry below this phase boundary a
disordered, non-stoichiometric fluorite structure was formed in which cations were
distributed at random in a face-centered cubic array. Oxygen ions occupied all tetrahedral
interstices in the array with a probability of 7/8. It seems likely that the assessment of
formation of a pyrochlore structure as opposed to a defect fluorite structure may often have
been done in a rather binary fashion: the phase was assumed to be an ordered pyrochlore
structure if superstructure peaks were observed in X-ray diffraction patterns, and to be a
defect fluorite structure if such maxima could not be detected. States of intermediate order
seem not to have been considered.

A number of A;B,0; pyrochlores, but by no means all, have been observed to
disorder into a nonstoichiometric fluorite structure (A, B)Oy at elevated temperature. The
order/disorder transition usually occurs at very high temperatures—for example: . 2300° C
for Nd,Zr,04, 2200° C for SmyZr,O; and 1530° C for Gngr207.6’7 The transition
temperature decreases as phases approach the pyrochlore/defect fluorite phase boundary.
To our knowledge, no study has examined the atomic rearrangement at temperatures near
those at which the phase transition takes place. The presence or absence of supetstructure
diffraction peaks has been the main tool employed to determine the disappearance of the
pyrochlore ordering. ‘

If formation of the pyrochlore structure (as opposed to a non-stoichiometric fluorite
state) is controlled by ionic size and the radius ratio Ra/Rg , then substitution of a larger
B** cation in a solid solution Az(By'Bl,y)zO7 or of a smaller ion A in (A’ZAI_Z)2B207 might
be expected to drive the system toward disorder.® Samples in solid solution systems
GdyZr,Ti )07 and Y,(ZryTiy.y),07 were examined by Moon.”!! X-ray diffraction
patterns showed that the intensity of the pyrochlore superstructure peaks diminished
continuously with increasing y and became undetectable for y > 0.90 for the Zr-Ti system.
The onset of disorder and the presumed partial occupancy of anion sites in the structure
caused the oxygen-ion conductivity to increase by three orders of magnitude. The present
work was directed toward determination of the atomic nature of the disorder process and
testing of the assumption that the state of order is solely a function of the average ionic
radii of the species occupying the A and B sites in the structure. Another objective was to
determine whether the structural changes accompanying disorder were the same for
thermally-driven as for compositionally-created disorder.

EXPERIMENTAL
Preparation of Samples

Powder samples of multi-component refractory oxides are commonly prepared by
solid state reaction. The usual strategy is to prepare a highly-homogeneous mixture of
precursor compounds in order to reduce the diffusion distance for reaction,
homogenization, and equilibration. The specimens used in the present studies were
prepared by the Pechini liquid-mix procedure.12 Metal-organic compounds of the cations
were dissolved in solutions of citric acid and ethylene glycol and gradually heated to 150 -
200° C to form a polyester in which the homogeneity of the liquid solution was presumably
preserved. The sample was then heated to remove excess ethylene glycol and water,
resulting in the formation of a hard resin. The resin, in turn, was charred at approximately
500° C to oxidize the organic material and form a powder. X-ray diffraction showed the
product to be amorphous. The powder was then calcined at 1000° C for on the order of
twelve hours to provide a powder which was found to have the pyrochlore structure type.
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A final annealing was performed for periods of 72 hours at temperatures of about 1550° C
to equilibrate the distribution of the component anions.

Diffraction Analysis

The site occupancies, the coordinate, x, for O(1) and the coefficients for description
of anisotropic thermal vibrations were determined through analysis of powder diffraction
patterns obtained from the pyrochlore specimens. Rietveld powder profile analysis was
used for this purpose:.13 No attempt is made in this procedure to separate overlapped
diffraction maxima and obtain an integrated intensity for individual peaks corresponding to
a specific set of Miller indices. Instead, the structural parameters, as well as instrumental
parameters that are necessary to describe the shape of the profile, are adjusted, by least
squares procedures, to provide optimum fit of a computed powder diffraction profile to the
entire pattern that was measured experimentally. The instrumental parameters include the
zero point in diffraction angle, parameters to describe the variation of background intensity
as a function of diffraction angle and the shape of the diffraction maxima. A total of 14
structural variables was necessary to describe the partially-ordered structures. Usually 34
instrumental parameters were employed to describe the profile shape.

The fact that the pyrochlore structure is a superstructure makes the analysis of
partially-ordered structures extremely difficult. The diffraction pattern of a superstructure
consists of two subsets of diffraction maxima. A first set of peaks corresponds in intensity
and diffraction angle to those that would be produced by the fluorite structure type. These
intensities provide only information on the average structure and contain little information
on the perturbations that create the superstructure. The second subset of intensities are
superstructure intensities that occur at diffraction angles that are characteristic of the lattice
constants of the true supercell. The intensities of these peaks are usually feeble and become
zero for a completely disordered structure. The magnitude of the supercell intensities
depends on the perturbations of the ideal average structure that result in formation of a
superstructure. For pyrochlore these perturbations are the amount of displacement of O(1)
from its ideal location at x = 3/8 , the occupancy of the normally-vacant site O(3)—and
thus the scattering power of oxygen—-and the contrast in average scattering power
between the species occupying the A-site and those in the B-site. The highly-disordered
structural states that are of greatest interest are, therefore, those that are most difficult to
determine: the perturbations diminish and the superstructure intensities approach zero. For
this reason, neutron diffraction rather than X-ray diffraction was employed for the majority
of the structure determinations reported below. Neutrons provided several advantages for
the present analyses. The scattering power of atoms for X-ray diffraction is proportional to
the number of electrons on the atom and, as may be seen in Table 1, the scattering by
oxygen is small compared to that by the cations."* The contribution of oxygen to the
superstructure intensities will consequently be rather small. For neutrons, however, the
scattering length of oxygen is more comparable to the cation species. The unique feature
provided by neutrons for the present work, however, is that the scattering length of Ti is
negative. The physical significance of a “negative” atom is that the scattered neutron beam
experiences a phase shift of 7t relative to most elements. This provides unusually high
contrast between the A-site and a B-site that primarily contains Ti**. Indeed, for highly
ordered titanates the intensity of some superstructure diffraction peaks is several times
larger than those of the fundamental peaks. This fortunate situation permits the analysis of
even highly-disordered states of titanate pyrochlores with high precision.

One additional limitation of the present diffraction analyses requires mention.
Although it is not immediately obvious, it is impossible to determine, from a single set of
diffraction data, the distribution of several ionic species over a smaller number of
independent structural sites. All that may be determined, even though the bulk
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stoichiometry is known, is the average scattering length in each independent site. This
information does not specify a unique mode of cation partitioning. For example, for
Y2(ZryTiy)207 if both the A and B site have full occupancy:

(Yla+[Y]s =1 )]
(Zr]a+ [Zr]s =y 2
[Tila +[Tilg = 1-y 3

where Kroger-Vink notation has been used to specify the fractional occupancy of each
species in the A and B sites. The average scattering length of the A site was adjusted by the
least-squares method in refinement of the structures. The result will represent

ba = [Y]a by + [Zr]a bz + [Tila by 4)

The scattering length of the B site is constrained to follow bs as a dependent variable
because of the known stoichiometry of the phase, namely

ba+bg =by+ybz +(1-y) br; . &)

Although there are six site occupancies for a pseudo ternary pyrochlore, the above
equations constitute only five relations between these variables. The ambiguity may be
resolved, in principle, through analysis of a second, independent diffraction pattern. This
was indeed done for the Y»(ZrySn.;),07 pyrochlore: powder profile analysis was performed
for both neutron data and an X-ray diffraction pattern obtained with Cu Ko radiation. In
general, the refinements were quite successful, yielding residuals for the Bragg peaks
(defined as the sum of the difference between observed and calculated intensity divided by
the sum of the observed intensity) that ranged from the order of 1.5to 8.0%. The larger

Table 1. Comparison of neutron scattering lengths, the number of electrons available to scatter x-rays, and
the ionic radii plus coordination numbers for the ionic species present in the ABM0O, pyrochlores of the
present studies

Ion Coordination Tonic Atomic Number of Neutron
number Radius number electrons scattering length
A) (102 ¢cm)

or (4} 1.38 8 10 0.5803(4)

Ti* (6 0.605 22 18 -0.3438(2)
(8] 0.74

> (6] 0.900 39 36 0.775(2)
(8] 1.019

z* [6] 0.720 40 36 0.716(3)
(8} 0.84

Sn* (6] 0.690 50 46 0.6226(2)
[8] 0.81

106




residuals were encountered for highly disordered structures in which the superstructure
intensities were extremely weak.

RESULTS OF THE STUDIES OF COMPOSITIONALLY-INDUCED DISORDER

Structures were determined for the end member compositions and three to four
intermediate compositions of solid solutions along the pseudo-binary joins in the ternary
system Y»(Zr,Sn,Ti,);07. In the present report we will, in the interest of brevity, confine
the discussion to the variation in lattice parameters, the positional coordinate of O(1) whose
variation with composition will be seen to be a very sensitive measure of the state of
disorder, and the change in bond distances as well as anion and cation site occupancies with
composition.

The measured lattice parameters, a, are shown as a function of the fractional
substitution, y, of the larger B* ion in Fig. 2a. A linear variation is found for all three solid
solution series in accord with Vegard’s law. Lattice constants may be very precisely
determined by means of Rietveld analysis and the standard deviation in the values that
appear in Fig. 2a range from one to three in the fourth figure beyond the decimal point.

The first pyrochlore system to be analyzed'” was Y2(ZryTi;4)O7, These results have
previously been published in detail.'® The superstructure intensities were found to
progressively diminish with increasing zirconium content and were undetectable for a
sample with y=0.90. The value of positional parameter, x , for O(1) is plotted as a
function of the average radius of the tetravalent cation in Fig. 2b. The parameter decreases
steeply in a non-linear fashion that can be very precisely fit by a parabolic dependence. It is
interesting to note that a least squares fit to the specimens with y up to 0.60 extrapolates
precisely to the value of 3/8 for an ideal fluorite-type array at y = 0.90 which, indeed, was
found to have the disordered nonstoichiometric fluorite structure as noted above. It
appears, therefore, that our selection of composition increments fortuitously placed a
sample composition exactly at the compositional phase boundary between the ordered
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Figure 2.  (a) Variation of pyrochlore lattice constants with the atomic fraction, y, of the larger tetravalent
ion that has been substituted in the B** site. Results for the Zr-Ti pyrochlore were obtained by Heremans'®
and the data for Zr-Sn materials by Ku®, (b) Comparison of the change in the x coordinate of O(1) as a
function of the mean radius of the tetravalent cations nominally occupying the B site. The linear variation for
Y(Sn,Ti.,),0; suggests that the larger Sn** ion progressively replaces Ti** in the B site. The rapidly
nonlinear decrease of x for Y,(Zr,Ti,.,),0; obtained by Heremans'® suggests mixing of the contents of B site
with the larger Y* in the A site and/or O entering the O(3) interstitial site. This interpretation is confirmed
by the refined values for site-occupancy factors.
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pyrochlore phases and the nonstoichiometric fluorite structure. The nonlinear dependence
suggests that mixing of the cation occupancies of the A and B sites and/or filling of the
normally-vacant O(3) site must have occurred. If not, one would expect a more or less
linear decrease of y upon substitution of the larger tetravalent ion in the B site as a result of
the increase in the average B-O(1) bond length. Examination of the effective scattering
length of the A site, Fig. 3a, shows this to indeed be the case. The experimental scattering
length for the A site was found to be equal to that of yttrium (within one standard
deviation) for the first half of the solid solution series. Beyond that, the scattering length
decreased abruptly to that for the random occupancy present in the fluorite-structured
composition with y =0.90. The abrupt increase in mixing between the cation sites with
composition is reminiscent of the variation in the Bragg-Williams order parameter for a
binary alloy as a function of temperature. It is amusing to note in passing that the
Bragg-Williams model is based on the assumption that the energy for formation of an
anti-site defect decreases as the extent of disorder increases. In the present system it seems
reasonable to assume that the coulombic part of the energy for creating an anti-site defect
would diminish as the average charge of the cations occupying the two sites approached
equality. The anion site occupancies, Fig. 3b, display a remarkably different behavior.
Oxygen ions begin to occupy the interstitial O(3) site almost immediately upon substitution
of the larger Zr** ion, and the occupancy increases roughly linearly throughout the range of
the solid solution. The two independent, oxygen sites, O(1) and O(2), that are normally
fully-occupied, disorder at different rates. The O(1) site tends to lose occupancy first. The
initial occupancy of O(3) is therefore entirely by anions derived from the O(1) position, a
behavior which is understandable in view of the fact that the O(1) anions are the nearest
neighbors to the O(3) position. It is interesting to note that depletion of the O(2) site begins
only as mixing between the cation occupancies begins. It is not clear which disordering
process is cause and which is effect of the other. This result seemed quite remarkable as
one might expect the disorder processes in the cation and anion arrays to be more strongly
coupled in an ionic structure.
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Figure 3.  (a) The average scattering length of the cations that occupy the A site normalized by the
scattering length of Y*, the strongest scatterer, as a function of increasing substitution of the larger Zr** ion for
Ti* in Y2(Zr,Tiyy),04. The rapid decrease in scattering length for y>0.50 signals disordering of the cation
species'® and culminates in a random distribution at y=0.90. (b) Change in the occupany of the anion sites as a
function of increasing Zr** content in Y(Zr,Ti,4),05 solid solutions'®. A random distribution of anions is
responsible for the average site occupancy of 7/8 that is present in the non-stoichiometric fluorite-type
structure that forms at y=0.90.
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The second system to be examined'® was Y(SnyTi4)207. The ionic radius of Sn**
is intermediate to that of Zr*" and Ti** (Table 1) and has a radius that corresponds to an
average occupancy of the B site by (Zro7s Tio26). The average radius of the B site for the
Sn-Ti solid solutions thus overlaps that of the Zr-Ti series to a considerable degree. The
system was examined to test the hypothesis that the state of order of a pyrochlore depends
primarily on the radius ratio Ra/Rg . The variation of lattice constant with y was, again,
found to very closely follow a linear relation in accord with Vegard’s law, Fig. 2a. The
variation of the x coordinate for O(1) with tin content, y, is shown in Fig. 2b where it may
be compared with the behavior observed for Ya(Zr,Tii.y)207 . The dependence of the
oxygen position is quite different for the two solid-solution series. The Sn-Ti solid
solutions show a more or less linear variation with tin content rather than the rapid,
parabolic decrease of the Zr-Ti solid solutions that proved to be indicative of the onset of
disorder. The linear variation for the Sn**-Ti** phases, in contrast, suggest simple
substitution of the larger Sn** ion for Ti** in the B site, with little or no cation mixing or
disorder of the anion array. The values obtained for site occupancies confirm this
interpretation. Departure from full occupation of the O(1) site was insignificant and was-
therefore fixed at unity at all compositions. The normally-vacant O(3) site displayed
occupancies that were zero within one standard deviation except for an occupancy value of
0.013 (2.4 standard deviations above zero) at y= 0.60. Mixing of the trivalent and
tetravalent cations was found to be insignificant for low concentrations of the larger Sn**
ion (0<y< 0.60). For compositions rich in tin (y =0.85 and 1.0) the Y* occupancy of the A
site decreased to 0.99 and 0.88 respectively, Fig 4a. It is clear that the state of disorder in
Ya(Sn, Ti),07 pyrochlores is not strongly determined by the average radius of the
tetravalent ion that occupies the B site. The difference in behavior, as discussed below,
must lie in the characteristics of the bonding between tin and oxygen and is likely due to a
pronounced covalent character to the interaction. As with the Zr**-Ti** solid solution
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Figure4. (a) The change in the fractional occupancy of the 8-coordinated A site in Y,(SnyTiy.,,)207 as a
function of the fractional replacement of Ti** by the larger Sn** ion. The decrease for y>0.60 signifies the
onset of a slight amount of cation disorder over the A and B sites. (b) Change in bond distances between the
8-coordinated A site and O(1) and the 6-coordinated B site to O(1) with increasing substitution of a larger
tetravalent cation. The merging of A-O(1) and B-O(1) distances to a common value equal to aV3/8 occurs at
the composition at which formation of a non-stoichiometric fluorite structure that lacks long-range order

occurs.
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series, independent rates of disorder are seen in the cation and anion arrays, although the
amount of disorder for the Sn-Ti system is small in comparison. Moreover, in contrast to
the Zr-Ti series, the disorder is more pronounced in the cation array; the anion arrangement
essentially remains completely ordered. The suggestion that the nature of the Sn‘”-O(l)
bonding accounts for the different behavior of the system is supported by the results of an
analysis of the structural changes in the Gd,(SnyTij),0; system.19 The Gd** pyrochlores
showed a disordering behavior that was qualitatively similar to the Y>* pyrochlores: A very
small degree of cation mixing at high Sn contents and very little occupancy of the
normally-vacant O(3) site. Maximum occupancy once more occurred at an intermediate
composition on the order of y = 0.6.

Despite overlap in their ranges of the ratio Rs/Rg, the Zr-Ti solid solutions rush to
full disorder at compositions with y < 1, whereas structures in the Sn-Ti series display
persistent, nearly-complete order at all compositions.  An investigation of the third leg of
the pseudo-ternary Y,(Zr,Sn,Ti),07 system was thus anticipated to shed light on the factors
that determine the state of disorder of the pyrochlores in this system. The Y2(Zr,Sn,.,),0;
solid solution series was the system least amenable to analysis, however, because of the
absence of the large contrast in scattering between the A site and B sites that was created by
the negative scattering length of Ti. Tin has the smallest scattering length in the case of
neutron diffraction (Table 1) but there is little contrast between the scattering length of the
three cation species. In the case of X-rays, Y>* and Zr** are isoelectronic, Table 1, and
cannot be distinguished in an X-ray diffraction study. Tin is a stronger scatterer. The
nearly identical scattering of Y** and Zr* in X-ray diffraction, however, reduces the
problem of the cation distribution to a two atom/two site problem, and the partitioning of
Sn** between the A and B sites can, in principle, be established. Neither X-ray diffraction
or neutron diffraction provides a distinct advantage in maximizing the intensity of the
superstructure reflections. Consequently, two independent sets of X-ray powder diffraction
data were collected using Cu Kow X-radiation.*2 A powder diffraction profile was also
collected with neutron scattering. Measurements were performed at the Center for Neutron
Research at the National Institute of Standards and Technology in Gaithersburg, MD.2!"?
Both types of radiation, as expected, provided superstructure intensities that were
exceedingly weak. In spite of the very high standard deviations in the refined parameters,
the results obtained from the analysis of the three independent data sets are in very good
accord. The behavior of Y2(ZrySn,.),0; solid solutions was virtually the same as that
found for the Zr*" - Ti** phases. The positional coordinate for O(1) decreased in a parabolic
fashion to the undistorted value of 3/8 at a value of ¥ in the neighborhood of 0.85. The
occupancy of the normally-vacant O(3) site increased linearly with y up to the average
occupancy of 7/8 for a disordered nonstoichiometric state. The occupancies of O(1) and
O(2) change relatively little, decreasing from full occupancy to 0.875 for the fully
disordered state that is near y =0.85. The standard deviations in the site occupancies of
O(1) and O(2) are very large because of the extreme weakness of the superstructure
reflections in the Zr - Sn system. The relative depletion in the O(1) and O(2) occupancies as
disorder progresses cannot be specified.

Values for the anion and cation site occupancies carry large standard deviations
because of correlations with other parameters——notably the parameters that describe
thermal vibration of the ions. However, most interatomic distances in the structure depend
only on the value of the lattice constant, a, which may be determined very precisely.
Distances that involve O(1) are exceptions as they depend, as well, on the positional
coordinate, x, for this ion, but the value of x may also be precisely established. Figure 4b
presents the A-O(1) and B-O(1) interionic distances as a function of y for all three solid
solution systems. The A-O(1) and B-O(1) separations change slowly for the Zr-Ti and
Zr-Sn systems at small values of y before much disorder has occurred. As y increases
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beyond 0.5 the A-O(1) bond distance decreases and B-O(1) rises with increasing rapidity as
mixing between cations occurs and interstitial oxygen continues to fill the normally-vacant
O(3) site. The two branches join upon complete disorder to a non-stoichiometric fluorite
structure for which both bond distances are equal to a+3/8. The system that contains the
largest pair of cations, Zr-Sn, reaches complete disorder at a slightly smaller fraction of Zr
(y=0.85, by extrapolation) than the Zr-Ti system.

The bond distances for Y2(SnyTi.y),07 display a strikingly different variation with y
that is consistent with the lack of anion order and little mixing between the cations in the A
and B sites: the A-O(1) separation remains constant and the B-O(1) distance increases
linearly with y as the larger Sn replaces Ti. It is interesting to note that there is a slight
non-linear up turn to B-O(1) bond length for y>0.7 that corresponds to the small amount of
the larger Y°" that enters the B site as is indicated in Fig. 4a.

RESULTS OF STUDIES OF THERMALLY-INDUCED DISORDER

Structural changes induced as two pyrochlores were slowly heated to 1500° C were
examined with pulsed-neutron diffraction data obtained on the Special Environment
Powder Diffractometer at IPNS, Argonne National Laboratory. One objective of the
investigation was to examine whether the independent rates of cation and anion disorder
that were observed during compositionally-driven disorder would also occur during
thermally-driven disorder. The second objective was to determine if the structures
examined at ambient temperature represented equilibrium distributions of the ions or
whether the different state of disorder found for anions and cations resulted from
rearrangement during cooling. These pyrochlores are, after all, oxygen fast-ion conductors.
However, it would be hard to understand how cooling could result in an increased degree
of disorder for the mobile anions! As previously noted, pyrochlores tend to disorder at
extremely high temperatures that are difficult to achieve in a diffraction experiment. One
specimen that was selected for examination, therefore, was Y2(Zrog0Ti0.40)207 for which the
A site found to have ca. 1% of the scattering power of Y** replaced by some combination
of Zr** and Ti** (about 10% of the way to complete disorder), Fig. 3a, and an interstitial
O(3) site that had 0.488 occupancy, Fig. 3b. It was reasoned that further disorder might
proceed at an accessible temperature if the sample were initially in a highly disordered
state. The second specimen was Y,Sn;07, a pyrochlore found to be fully ordered, and one
which contained a tetravalent ion that did not create disorder when substituted for Ti*.

The lattice constants were found to increase linearly with increasing temperature
with linear expansion coefficients of 8.90 and 10.9x10°K’! for the stannate and zirconium
titanate, respectively. The stannate is the more tightly bonded of the two phases as a
consequence of lack of disorder, strong Sn-O bonding or both. The x coordinate for both
phases was found to increase with temperature, corresponding to increased distortion of the
anion array as opposed to the more symmetric arrangement that one might anticipate at
elevated temperature. The origin of this effect is apparent when bond distances are
examined, Fig. 5b. The thermal expansion coefficients for the A**-O(1) bonds are
comparable values of 13.01 and 12.66 10°K" for the stannate and zirconium titanate,
respectively, while those for the B**-O(1) bonds are 5.79 and 8.33 10°K". The Y** O(1)
bond is, as might be expected, weaker than the B*-0O(1) interaction and, accordingly,
expands more rapidly with increasing temperature. This results in additional displacement
of O(1) toward the vacant O(3) interstice. The linear thermal expansion coefficient for
Sn-O(1) is considerably smaller than that for the (Z1,Ti) - O(1) interaction, suggesting a
stronger bond with a covalent component.

Figure 5 shows that the O(1) coordinate and the bond distances for Y,Sn;O;
increase linearly over the temperature range 20° -1400° C. No significant change in anion
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or cation site occupancy was found in the refinements performed at individual
temperatures. The phase Y,Sn,O7 , remains steadfastly ordered at all temperatures.
Partially-disordered Y2(Zro6Tip4)207; behaves quite differently! The O(1) coordinate
increases linearly up to a temperature of 1000° C, upon which the temperature dependence
levels out and then rapidly decreases to a value that is smaller than the coordinate found
under ambient conditions. This behavior, as has been seen, is characteristic of the onset of
cation and anion disorder. This interpretation is supported by the behavior of bond
distances as a function of temperature, Fig. 5b. The Y3+-O( 1) bond in the (Zr-Ti) phase
increases linearly until a temperature of 1000° C is attained, then leveling and beginning a
decline. Conversely, the B-O(1) separation begins to rapidly increase as Y** enters the B
site. This provides additional evidence for mixing of the occupancies of the cation sites.
The average scattering length of the A site shows little variation, however. Therefore, the
tetravalent cation that exchanges with Y>* in the A site must be primarily Zr** rather than
the negatively-scattering Ti**. The occupancy of O(1) and O(2) changed little with
temperature. Surprisingly, the occupancy of the interstitial O(3) site decreased. The total
oxygen content of the cell therefore decreased with increasing temperature as a result of
reduction of the sample and exchange of oxygen with the atmosphere. No comparable
effect was observed for the stannate in which the O(3) interstitial site is unoccupied. The
exchange of oxygen with the environment thus appears to involve primarily the O(3) site
whose occupancy represents a structural defect. Data were recorded both as the samples
were heated and as they were cooled. The structural changes in both the cation and anion
arrangements were reversible. The structure analyses performed at ambient temperature
thus would appear to provide results that represent equilibrium structures.

CONCLUDING REMARKS

The present diffraction analyses have shown that cation and anion disorder proceed
quite independently as an ordered pyrochlore structure approaches a non-stoichiometric
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Figore 5.  (a) Change in the x coordinate of O(1) as a function of increasing tempcrature for fully-ordered
Y>5n;0; and partially-disordered Y(Zro6Tio40):07. Open symbols are values derived from neutron powder
profiles collected over relatively short periods of time as the sample was heated or cooled. The results were
the same. Filled symbols represent results obtained when the specimen was equilibrated at temperature for
several hours. The sharp decrease in x beginning at 1000° C for the titanate represents the onset of additional
disorder. (b) Interionic bond distances A-O(1) and B-O(1) as a function of temperature. The downturn in the
A-O distance and the corresponding upturn in the B-O separation represents the onset of additional disorder as
the larger Y** occupying the A site and the smaller tetravalent cations in the B site begin to mix.
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fluorite state. This is true whether the disorder is induced by increase in temperature or by
compositional change through substitution of a species that lowers the average difference in
size between the A* and B** cations.

The radjus-ratio criterion does not hold for Y;(SnyTi;y),O; solid solution as all
samples in this system remained completely ordered. The behavior is attributed to a strong
Sn-O interaction, perhaps arising from a significant covalent contribution to the bond. This
view is supported by the low thermal expansion coefficient observed for this bond distance.
In addition, other workers have found bridging electron density in the Sn-O bond in Fourier
maps of the scattering density in Y,Sn,0;* and bond-valence sums in a series of LnySnyO7
phases that show increasing covalency as the radius of Ln increases.”*  All of these
stannates were found to be fully-ordered pyrochlores.

Covalency not withstanding, the reason for the similar disordering behavior of
Y2(ZryTiiy)207 and Y2(Zr,Sn; )07 seems to be a strong preference of Zr for an
8-coordinated site. The mixing of the B*'and Y? in the zirconates seems to preferentially
involve exchange of Y°* and Zr*" in the initial states of disorder. This conclusion is based
on the average scattering length found for the A-site after the onset of thermally-induced
disorder in Y(ZrogTio4)207 , and on the combined X-ray and neutron analyses21 of
Y2(Zr,Sny4)207.  The structural data obtained in these studies provides a satisfactory
qualitative explanation25 for the very different enhancements of oxygen-ion conductivity as
a function of composition that have been measured, the behavior that supplied the initial
motivation for these studies. In work that is currently in progress, we have found that the
solid solutions, (Sc,Yb;):Ti,O7, in which a smaller cation species is substituted in the A
site, display order/disorder changes as a function of composition and temperature that are
analogous-to those described in the present work.
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ABSTRACT

Changes in the degree of long-range order (LRO) have been investigated in B2-ordered
intermetallic Fe-44.8at%Al by residual resistometry. Order variations were observed during
isochronal and isothermal small-step annealing after different thermal pre-treatment. It is observed
that atomic mobility in this alloy starts at about S00K. Between 500K and 700K reversible changes
of resistivity are interpreted as arising from local changes of order only. Above 710K changes of
LRO are observed which lead to the reversible adjustment of equilibrium plateau values above
870K. Two individual processes are found for both ordering regimes, which concern only local
sample areas and the total sample volume, respectively.

INTRODUCTION

Because of their extraordinary high-temperature mechanical and corrosion
properties intermetallic compounds are of great interest for technical
applications. As these attractive characteristics are linked to long-range ordering
(LRO), knowledge of ordering kinetics is necessary.

Whereas ordering kinetics has been investigated recently by various groups
for L1g- and L1g-ordered alloys [1-5] there is still a lack of investigations on
B2-ordered alloys. Problems have been encountered in studying B2 beta brass
[6] because of a too high atomic mobility in this alloy system. High temperature
intermetallics of the B2-type like FeAl on the other hand remain highly ordered
right up to the melting temperature. This keeps the variation with temperature of
the LRO-parameter very small limiting the possibility to study LRO-kinetics by
most experimental methods.

Very recently it was tried to study LRO-kinetics in B2 FeAl by using residual
resistometry. Due to the extreme sensitivity for structural changes this method is
a very powerful tool for investigating ordering effects in highly ordered
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materials as already been shown for L19-ordered Ni3Al [4]. In the present paper
we report an investigation of ordering kinetics by residual resistometry on B2-
ordered FeAl '

EXPERIMENTAL PROCEDURE

Sample material of the composition Fe-44.8at%Al was alloyed by the Swiss
Federal Institute of Technology from 4N Fe and 5N Al by high frequency
melting under purified Argon atmosphere (grain size about 300pum). A thin slice
of about 0.2mm thickness was cut. Subsequently, S-shape resistivity samples
were punched out by spark erosion. For electrical conductivity glasswool
isolated wires (annealings up to 923K possible) were contacted to strips of pure
copper which were carefully spot-welded to the sample. All annealings were
carried out in a quartz tube furnace under argon atmosphere (temperature
stability +2K). Resistivity measurement was done by the potentiometric method
in liquid Ny on water quenched samples relative to a dummy specimen
(accuracy +3x1 0'4).

The present results of isothermal measurements were obtained subsequent to
several earlier isochronal measurements [7]. To adjust a well defined initial
state, the sample was annealed for 3h at 1223K, slowly cooled to 773K and
water quenched. As-measured resistivity values were corrected for a continuous
drift (see [8]).

RESULTS AND DISCUSSION

Resistivity measurements during isochronal annealing treatment [7] give
evidence that the atomic mobility in this intermetallic alloy starts at about 500K
(fig.1). Between 540 and 710K the electrical resistivity shows a slight increase,
although the LRO-equilibrium corresponding to these temperatures should result
in a tendency to much lower resistivity values. Above 710K a drastic decrease in
resistivity is found which obviously can be attributed to a marked change in the
degree of LRO. For temperatures higher than 840K reversible changes of
resistivity are observed reflecting that the sample now has obtained a degree of
LRO which is in equilibrium with the actual annealing temperatures.

In addition, residual electrical resistivity was measured during isothermal
small-step annealing between 473 and 933K [8]. Two different regimes of
ordering can be distinguished with respect to the ordering relaxation rate. For
short annealing times small reversible changes of resistivity result which vary
linearly with temperature. For long annealing times a tendency towards bigger
changes of resistivity is obtained. This is in good correspondence with model
calculation in Bragg-Williams approximation (virtual transition temperature
To/D=1573K) using the Rossiter formalism [9] with fit parameter A=0.943. In
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figure 2 the relative change of resistivity during isothermal long-time annealings
(M) and the final plateau values corresponding to LRO-equilibrium as calculated
in Bragg-Williams approximation (thick horizontal lines) are given. In addition,
plots of the separated slower LRO effect (overall LRO, see below) and the much
faster second process (local ordering, see below) are shown.

relative change of resistivity [%]

400 500 600 700 800 900
temperature [K}

Figure I.  Relative change of electrical resistivity during isochronal annealing. The small inserts
for some given temperatures show schematically the regions which have been visited by vacancies
during isochronal annealing time (black).

Our interpretation of the presence of two different ordering regimes is as
follows. As known from the literature the formation enthalpy of vacancies of
about 0.7eV in Fe-44.8at%Al is relatively low [10,11]. In contrast, the migration
enthalpy of about 1.6eV is rather high [12]. Therefore, having once annealed the
sample at high temperatures a high number of vacancies is retained, which due
to the high migration enthalpy are more or less immobile during subsequent
annealings at low temperature. Because of this restricted mobility the
annihilation of vacancies is rather small resulting in a practically constant
number of vacancies in the observed temperature range [13].

At temperatures below about 650K, only atom jumps over a few lattice
distances are possible during short observation periods (e.g. isochronal time
interval of 20min.). These jumps therefore will result in restricted areas around
each vacancy with a degree of order which locally corresponds to the actual
annealing temperature (‘local ordering’). The size of these regions increases with
temperature and/or annealing time. For high enough annealing temperatures
(starting at about 710K for isochronal annealing) or long enough annealing times
the regions begin to overlap (impingement) and only then an overall LRO-
equilibrium can be adjusted within the total sample volume.
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Figure 2. (a) Relative changes of resistivity versus annealing time during isothermal small-

step annealing (M). In addition LRO-equilibrium values as calculated in Bragg-Williams
approximation (thick horizontal lines) are shown. (b) Slow overall adjustment of LRO within total
sample volume. (c) Fast (local) ordering.

A fit of the experimental data of isothermal annealings within the frame of
the above model yielded two exponential processes for each of both ordering
regimes. In figure 3 an Arrhenius plot of the relaxation times obtained is given.
For the regime of local ordering equal activation enthalpies of 1.3+0.1eV each
and frequency factors of 1g=6x10-11s for the fast and 1(=6x10"%s for the slow
process are obtained. The activation enthalpies of the overall LRO adjustment
were found to be 0.8+0.1eV (t9=4x10-%s) for the fast and 1.5+0.1eV (T9=6x10-
’s) for the slow process.

The two processes found for local ordering are interpreted as Jjumps between
vacancies and atoms in nearest neighbour position. As discussed above the
vacancy concentration can be assumed as being practically constant. In this case
the measured activation enthalpy of 1.3V is due to vacancy migration only. The
difference in relaxation times for these two processes may be caused by the
different concentration of vacancies on the two sublattices. The frequency
factors of both local ordering processes are in correspondence with typical
Debye frequencies, which supports the assumption that only single vacancy
Jumps are involved. Both processes contribute to a similar amount to the
corresponding resistivity changes.

The activation enthalpy of ordering for the slow overall LRO-process is
found to be very close to the enthalpies of local ordering. Therefore it is assumed
that the obtained energy corresponds to the migration energy of atom jumps to
nearest neighbour vacancies. The origin of the very low activation enthalpy of
0.8eV of the fast process has not been clarified yet, although there are hints to
such a second LRO-process by Schaefer et al. [14]. In contrast to local ordering
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the frequency factors of the overall ordering processes are much higher and may
be connected with correlated atom jumps. A comparison of the contributions of
the two overall LRO-processes shows that the slower process dominates
contributing to about 90% to this ordering regime. For an illustration of the
model of ‘local ordering” we simulated the random walk of vacancies over a
square lattice containing 10® atoms. The inserts in figure 1 show snapshots of the
lattice after times of isochronal annealing up to the respective temperatures. The
black areas represent the regions which had been visited by the vacancies. For
low annealing.

temperature [K]
1000 900 800 700 600 500
le+6

le+5

tet4

relaxation time [s]

let3

1,0 1,2 1,4 1,6 1,8 2,0 2,2
1000/T [1/K]

Figure 3. Arrhenius plot of all relaxation processes involved in changes of LRO. Local ordering
process: fast (@) and slow (ll); overall long-range ordering: fast (O) and slow (0).

temperatures and/or short annealing times these regions are well separated,
whereas for temperatures above 710K and/or very long annealing times at lower
temperatures they become interconnected (impingement).

As a test for the above interpretation of two regimes of ordering, local and
overall, it was tried to fit the change of resistivity during isochronal annealing
using the activation enthalpies and pre-factors as analysed from isothermal
measurements under the assumption of constant vacancy concentration. The
LRO-equilibrium values for each annealing temperature were determined by a
model calculation in Bragg-Williams approximation (To/p=1573K) and
applying the Rossiter formalism with A=0.943. The equilibrium values of local
ordering were taken from isothermal measurements. In figure 4 the measured
change in resistivity during isochronal annealing (M) and the calculated
behaviour of resistivity (thin line) are shown. In addition, fitted equilibrium
values of local ordering (@) and of LRO (A) as well as a linear regression
function for local ordering (dotted line) and a LRO-equilibrium line as
calculated in Bragg-Williams approximation (thick line) are given. A very good
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correspondence between the calculated and the measured values can be
observed. Further, above 850K an excellent fit between the measured isochrone
and the values as calculated in Bragg-Williams approximation is found.
Therefore it can be concluded that above 850K LRO-equilibrium is reached
within the isochronal annealing time (20min).

relative change of resistivity [%]

400 500 600 700 800 900
temperature [K]

Figure 4. Relative change of resistivity during isochronal annealing as measured (M) and as
calculated (thin line). In addition, equilibrium values of local ordering (@) and LRO equilibrium
values (A) as obtained by isothermal measurements are given.  Dotted line: local ordering, linear

approximation of equilibrium values; thick line: overall LRO-equilibrium as calculated in Bragg-
Williams approximation.

CONCLUSIONS

The conclusions drawn from the present study by residual resistometry can be
summarised as follows:

1) Atomic mobility in Fe-44.8 at%Al starts at about 500K.

2) Isothermal small-step annealing suggests two ordering regimes: local
ordering due to the limited range of vacancy motion at low temperatures and/or
short annealing times; a second regime of overall long-range ordering for high
temperatures and/or very long annealing times when the whole sample volume is
reached by vacancies. Two ‘equilibrium lines’ of order are obtained, a
metastable one for local ordering and a stable one for the overall process.

3) The ordering kinetics of both regimes is composed of two sub-processes
each. Vacancy parameters are obtained from a corresponding Arrhenius analysis
under the assumption of a constant vacancy concentration within the
investigated temperature range.

4) Using these values the resistivity change during isochronal annealing can be
fitted very well, supporting the two-regime model of ordering kinetics developed
in the present paper.
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ABSTRACT

By employing Cluster Variation and Path Probability Methods, disordering relaxation
kinetics of L1, ordered phase at 1:1 stoichiometric composition is studied. The instability

temperature above the order-disorder transition temperature is termed spinodal disordering
temperature at which the susceptibility is confirmed to diverge. The temperature
dependence of the relaxation time behaves not monotonically but increases towards the
spinodal disordering temperature. This is believed to be the pseudo-critical slowing down
phenomenon reported for the first-order transition.

INTRODUCTION

Destabilization of a disordered system quenched in an ordered phase field due to the
excitation and amplification of an ordering wave has been termed spinodal ordering(de
Fontaine,1975). The loss of the stability is well analyzed within the framework of
thermodynamics (Sanchez,1981; Mohri et al.,1985a), and the mathematical condition of the
spinodal ordering has been described as the vanishing condition of the second order
derivative of the free energy functional with respect to correlation functions (Sanchez et
al,1978; Mohri et al,1985b) which constitute a set of independent configurational variables
of a given system. The evidence of the spinodal ordering has been examined by
diffraction experiments (Banerjee et al.,1984; Takeda et al.,1987). As opposed to the
Nucleation-Growth mechanism (hereafter abbreviated as NG) which is characterized as the
appearance of sharp superlattice spots, a continuous transfer of the diffuse intensities
towards superlattice spots features the spinodal ordering.

It is natural to extend the notion of the spinodal ordering to an ordered phase
up-quenched in the disordered phase field. In this case, spontaneous disordering reaction of
the metastable ordered phase is expected. One may call this phenomenon spinodal
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disordering. As will be demonstrated latter, this can be examined by the free energy-Long
range order parameter (hereafter abbreviated as LRO) curve. The vanishing of the free
energy hump between the stable disordered phase and a metastable ordered phase
characterizes the spinodal disordering.

The Cluster Variation Method (hereafter abbreviated as CVM) (Kikuchi,1951) has
been recognized as one of the most powerful and reliable theoretical tools for describing the
thermodynamic behavior of a given system. The key to the success of the CVM is due to
the fact that CVM is capable of incorporating wide range of atomic correlations, which
assures the accuracy of the calculated free energy. The first aim of the present study is to
provide a thermodynamic evidence of the spinodal disordering based on free energy-LRO
curve derived by the CVM. A particular emphasis throughout this study is placed on the
L1, —disorder transition at a fixed 1:1 stoichiometric composition.

Besides such a thermodynamic point of view, it is desirable to discuss the kinetic
evidence of the spinodal disordering reaction. Starting with the metastable ordered phase,
the trace of time evolution of the LRO provides the insight of the reaction process. The
spontaneous reaction characterized by the non-existence of the free energy hump could be
reflected as the absence of configurational fluctuations at the initiation of the disordering
transition. A critical examination of this point is attempted with an appropriate kinetics
model.

Path Probability Method (hereafter abbreviated as PPM) (Kikuchi, 1966) is the natural
extension of the CVM to the time domain and, therefore, inherits various excellent features
of the CVM. It has been amply demonstrated (Mohri,1990; Mohri,1994a,b; Mohri,1996)
that the steady state values calculated for the long-time limit coincides with the equilibrium
ones derived by the CVM. The combination of PPM and CVM, therefore, provides a
unique tool to study the time-evolution behaviour from non-equilibrium towards final
equilibrium state in a consistent manner. The second aim of the present study is to examine
the kinetic evidence of the spinodal disordering reaction based on PPM calculations.

According to the earlier investigation(Bolton and Leng,1975) based on the linearized
Fokker-Planck equation within the Bragg-Williams free energy Model (Bragg and Williams,
1934), a slowing-down behavior of the relaxation time is predicted for the first-order
transition. This is expected not in the vicinity of the transition temperature but near the
spinodal disordering temperature defined above. Although their unified analysis with
thermodynamics and kinetics reveals an essential feature of the slowing-down phenomenon,
the Bragg-Williams free energy model has been criticized for the lack of reliability to
describe the thermodynamic behavior of a given system. In particular, the first order nature
of the L1, -disorder transition is not fully reproduced with the Bragg-Williams model. Also,

the applicability of the linearized kinetic equation to the far-from-equilibrium regime is not
rationalized. Such short comings are expected to be overcome by the present calculations
based on CVM and PPM.

As approaching transition temperature, a dynamic feature of the transition is
manifested and various pre-transition phenomena including the slowing-down phenomenon
begin to appear. A key theoretical quantity to analyze such phenomena is the generalized
susceptibility. Calculations of the susceptibility within the CVM have been one of the
main focal points in the series of our investigations (Mohri,1999; Mohri,2000a,b) on
pre-transition behavior. Even by combining CVM with electronic structure total energy
calculations, the first-principles study of the susceptibility was attempted for Cu-Au system.
The main results are reproduced from the previous study (Mohri,2000a). The discussions
on the calculated susceptibility constitute the third subject of the present paper.

Finally, the temperature dependence of the relaxation time during the isothermal aging
process following up-quenching operation of the L1, ordered phase is calculated by PPM

(Mohri,2000a,b). In contrast to the susceptibility which provides thermodynamic
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information on the intrinsic stability of a given system, the present calculations are
expected to yield a direct evidence comparable with experimental measurements. The
organization of the present paper is as follows. For the sake of completeness, in the next
section we summarize the theoretical aspects of CVM and PPM. The main results and
discussion are presented in the third section.

THEORETICAL BACKGROUND

Cluster Variation Method

Theoretical aspects of the CVM have been amply demonstrated in already published
papers. Therefore, in this section, essential aspects necessary for the present study are
recalled. ‘

The key of the CVM is the wide range of atomic correlations explicitly incorporated in
the free energy formula through the entropy term. The range of the atomic correlations is
equivalently expressed as the size of the cluster and, therefore, the largest cluster involved
in the entropy term determines the level of the approximation. Within the Tetrahedron
approximation (Kikuchi,1974), for instance, for which the tetrahedron cluster is the largest
cluster, the entropy term is given as

6
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where k, is the Boltzmann constant, N the total number of lattice points and X, y;. wy,

are probabilities for point, pair and tetrahedron clusters, respectively, of which atomic
configuration is specified by subscript(s). It is noted that +1 and ~1 are assigned to
subscript depending on A and B atoms, respectively. Throughout the present study, body
of the calculations are carried out with the Tetrahedron approximation.

A common practice of formulating the internal energy is to employ the nearest
neighbor pairinteraction energy model given as

E=%-N-Z-Zeu-y,7 @
i

where Z is the coordination number ande; is the atomic pair interaction energy between

the nearest neighbor i-j pair.

Since, for most metallic alloy systems, a central force is responsible for cohesion, the
neglect of the multi-body interaction forces may be rationalized as a first approximation.
On the other hand, the effects of the distant pair interaction energies are not trivial.
According to the ground state analysis (Richards and Cahn,1971; Kaburagi and Kanamori,
1975), however, it is assured that the L1, ordered phase can be stabilized with merely

nearest neighbor pair interactions. In order to avoid numerical complications, the present
study is limited to the nearest neighbor pair interaction model. Then, together with the
entropy formula given in eq.(1), the free energy is symbolically written as
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Equivalent to the cluster probability is the correlation function, &,, where the
subscript i indicates the size and the type of an atomic cluster. With a spin variable O'(p)
which takes either +1 or —1 depending upon A or B atom , respectively, located on the
lattice point p, the correlation function, &, is formally defined as the ensemble average
of the spin variables,

éi =<O'(p])'0'(p2)"'0'(pi)> “4)

It is readily shown (Sanchez et al,1978: Mohri etal, 1985b) that the correlation functions and
a cluster probability are related by a linear transformation through,

1
Hitig-i, on

{1+ZVM.(1',:'2 -~~in).§n.} (n'en) (5)

where the left-hand side indicates the cluster probability of a n-point cluster and this should
not be confused with the point probability x,, and v, (i, -+-i,} constitutes the sum of
the products of i,i,,-~i, which are either +1 or -1 depending upon A or B atom ,
respectively, located on n lattice points. Instead of describing the mathematical derivation of
€q.(5), it is rather easy to grasp the insights by exemplifying cluster probabilities written in
terms of the correlation functions. Demonstrated below are the three kinds of cluster
probabilities appeared in the entropy term in eq.(1),

X; =%(l+i§1) 6)
1
¥; =2—2{1+(i+j)§. +ij€, } o)
and

Wi =§17{1+(i+j+k+1)-§, + (i +ik+il+--+kl)- &,

+ ik + il 4+ jkl)-E, +ijkl £, (8)
Hence the symbolic representation of the free energy given by eq.(3) is rewritten as

F=F(T’{eij}’§l’§2’§3’§4) 9

It should be noted that the above expressions are derived for a disordered phase, while
the distinction of the sublattices based on the symmetry is indispensable for an ordered
phase. One can realize that the breaking of the symmetry lifts the degeneracy of the

correlation functions for a disordered phase as & — &7 and &7 38, &% ES and EPF
&, =& and £ and £, - EX® | where oand B constitute sublattices of the
Ll,ordered phase. Hence, the free energy expression for Ll,ordered phase corresponding

to €q.(9) is written as

126




P =F(T,{e,-,-}§{',§.p, o gap fﬁ,égaﬁ’égﬁﬁ’gfaﬁﬁ) (10)

The advantage of the correlation function over the cluster probability is due to the fact
that the correlation functions form a set of independent configurational variables. And it has
been shown that any configurational quantities can be expanded in the configurational
space spanned by the correlation functions (Connolly and Willaims,1983; Sanchez et
al,1984). In fact, the internal energy given by eq.(2) is expanded as

E({&k})=;vk & (1

where the coefficient term v, is the effective cluster interaction energy for the cluster
specified by k. The effective interaction energy v, can be easily related to the atomic
pair interaction energies e, by substituting eq.(7) into eq.(2) and comparing the resulting
expression with eq.(11). The effective pair interaction energy v,, for instance, is related to
the atomic pair interaction energy e; as

3
v2=5.(eAA+eBB_2eAB) ’ (12

which has been known as the interaction parameter in thermochemistry. Then, by replacing
{e,.j} with {vk }. the free energy expression for disordered and L1, ordered phases given by
€gs.(9) and (10) are, respectively, rewritten as

‘ F‘”"' =F(T’{Vk}v§a§2’§3’§4) (13)

and
Fi = F(T o, } £ EP £0° £5P EP Eaob EabP £ootb ) (14)

Finally, the equilibrium state is obtained by minimizing the free energy with respect to
the correlation functions,

oF
= =0 , (15)
[a};’ ]"{"k }%k,kal }

where yrepresents either o or B for the Lljordered phase while no specification is

necessary for the disordered phase. The comparison of the equilibrium free energies of
disordered and Ll ordered phases yield a phase diagram as will be shown in the next

section. Also, the generalized susceptibility which is one of the major interests in the
present study is calculated based on eq.(14).

It is pointed out that, in order to achieve higher accuracy, Tetrahedron-Octahedron
(hereafter abbreviated as T-O) approximation (Sanchez et al.,1978; Sanchez et al.,1980;
Mohri et al.,1985b) is desirable. However, the T-O approximation of the PPM forLl,
ordered phase is not yet at our hand. In order to keep the consistency between CVM and
PPM calculations, the Tetrahedron approximation is employed in the present study. We,
however, note that Tetrahedron approximation has been recognized as the minimum
meaningful approximation for fcc-based systems and various calculations including
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first-principles calculations were achieved successfully within the Tetrahedron
approximation.

Path Probability Method

Unique to the PPM is the fact that the cluster probabilities or their derivatives are not
explicitly dealt with, which is in marked contrast with other kinetic theories. Also, it is
noted that most kinetic theories assume that driving force of the time evolution is
proportional to the gradient of the free energy, but this is valid only for the
near-equilibrium transition.  On the contrary, being free from the free energy, PPM is able
to deal with not only the near-equilibrium but also Jar-from-equilibrium transitions.

As was described in the previous section, PPM is the natural extension of the CVM to
the time domain. Corresponding to the free energy of the CVM is the path probability
function P, while the counterpart of the cluster probabilities in the CVM is the parh
variable, Enlg(t;t+At),which relates the cluster probabilities p at time fand at time

t+Ar through

p(t+A)=p, )+ C,. -E, (5t +Ar) (16)
ng

where ¥, ¢, n and ¢ represent an atomic configuration and C,.is a coefficient term

which depends on the type of the kinetics adopted in the model. One may grasp the insights
by exemplifying the relation between point path variables e (r;t+At)= X, ;and point

cluster probabilities p,(t)=x,(z) and pl(t+At)=x, (t+Ar) given in the following
manner,

x,(r)=X,.,+XLT aan
and

q(+Ar)=X, +X,, (18)
Hence, corresponding to eq.(16), one may obtain

x(+A1)=x(t)-X ;+ X, (19)

with C ; =~1 and C;,=1. In asimilar manner, the relationships given by eq.(16) can

be confirmed for a bigger cluster.

By employing the path variables, the path probability function is written as the product
of three terms,

P=P P, P (20)
with

P =(0- Ayl _g . pr)uexis) @)
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AE
P2 = exp(_ oy T] (22)
B

and

[H (N- Yij.kl )'] (N!)

ij kl

N 2 ; 23)
H(N'“’ljkl,mm}p)! H(NX:_/)'
ikl ,mnop ij
where € is the spin-flip probability per unit time, Y,, and W, . are the path

variables for pair and tetrahedron clusters, respectively, and AE is the change of the
internal energy during an infinitesimal time period Ar. With the aid of eq.(11), AEis
further described as

AE=Yv, A& -, - A, (24)

where A, is  the change of correlation function for i—cluster during Az andy, is

the effective chemical potential. It is also noted that the spin-flip probability is further
described as

o=v ~exp[—- kAQT ] (25)

which incorporates thermal activation process characterized by attempt frequency v and
activation barrier AQ.

Two points should be made clear about the path probability function. First, F,P, and
P, described above are valid only for the spin kinetics (Glauber dynamics) (Glauber,1953).
When the exchange kinetics (Kawasaki dynamics) (Kawasaki,1966) is considered, the
additional constraints are imposed since the species is strictly preserved, which is in marked
contrast with spin kinetics for which the conservation law is not observed. Furthermore,
when the vacancy mechanism is taken into account, in addition to the conservation law of
exchange kinetics, the microscopic freedom of atomic motion is greatly increased.
Although the formal structure of eq.(16) is not altered in both exchange kinetics and
vacancy mechanism, the coefficient term C  is largely modified depending on the type

ne

of kinetics. In order to avoid numerical complications accompanied by exchange kinetics
or vacancy mechanism, the present study is limited to a simple spin kinetics. Hence, the
present study should be viewed as a precursor to a more realistic atloy kinetics for which
vacancy mechanism is predominant. Consequently, 1 and 1 which indicated A and B
atoms should be read as up and down spins, respectively.

The second point is that above formulae are developed for a disordered phase and the
modification is necessary for the L1, ordered phase due to the broken symmetry, which is
quite analogous to what was discussed for CVM in the previous section. For the point
path variables, for instance, the degeneracy is lifted as X, ; — X/, where y specifies the
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sublattices, & and B. It should be recalled that one of the well accepted definitions of
LRO is the difference of the concentrations of a fixed species between two sublattices. By
extending eq.(19) toan LI, ordered phase, time evolution of the LRO, § (¢), is given as

S(t+At)= xZ(t+Ar)—xP (1 + Ar)

=57 ()-xP ()= (x5 - X )+ (2, - x2)

=S([)—(X|(TT_X|/.37)+(X?.I_XTB.I) (26)

For a larger cluster, a similar argument is also applied.
The most probable path of the time evolution is determined by maximizing the path
probability function with respect to the path variables,

o’ |- 0 27)
a{s;_o }

This is a counterpart of the minimization condition of the CVM free energy given in eq.(15).

Then, by solving simultaneous equations, one can obtain the optimized set of path variables
for each time step. With these optimized path variables, time evolution of the cluster
probabilities are pursued through eq.(16) with a given set of initial conditions which are
pre-determined by the CVM as an equilibrium condition at the initial temperature before
the up-quenching operation. In particular, for the LRO which is our main concern, €q.(26)
can be directly applicable with S(f = 0)as an initial condition to follow the time evolution
behavior. Main results are presented in the following section.

RESULTS AND DISCUSSION
Phase diagram and spinodal disordering within CVM

The phase diagram calculated within the Tetrahedron approximation of the CVM for
Lly-disorder in the vicinity of 1:1 stoichiometric composition is shown in Fig. 1. The

temperature axis,k, -T /v, , is normalized with respect to the nearest neighbor effective pair
interaction energy v,. Note that this convention is held throughout the present study, and

in order to simplify the notation, k,-T/v, is written as T unless a specific remark is made.

A broken line in the figure is the locus of the <100> spinodal ordering temperature. The
transition temperature and spinodal ordering temperature obtained at 1:1 stoichiomertry in
the present study are 1.89 and 1.63, respectively.

Shown in Figs.2(a)-(g) are the temperature variation of the free energy-LRO curve at
1:1 stoichiometric composition. At a fixed composition of 1:1 stoichiometry, the number
of the independent variables is reduced due to the lattice symmetry and the free energy of
the L1, ordered phase given in eq.(14) is rewritten as

FU = F(T,{y, }EF &5, £8 £200 £0o®) (28)
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Figure 1. Ll;-disorder phase diagram in the vicinity of 1:1 stoichiometric composition.
Temperature axis is normalized with respect to nearest neighbor effective pair interaction energy
¥, . The broken line is the locus of <100> spinodal ordering.

where the relations, & =—£F,E5° =P and EX%F = £ are noticed. Among these
variables, £ serves as the LRO parameter defined asSin the previous section. The
equivalence of £* and S is readily verified with the following relation

x! =%(1+i-§]’) , (29)

where yrefersto crorB. This is an extension of eq.(6) defined for a disordered phase to

an ordered phase. All other correlation functions in eq.(28) are short-range order parameters.
Hence, the series of figures in Fig.2 are obtained by minimizing the free energy with

respect to the short range order parameters under a given set of LRO & and
temperature T,

OF M ]
=0 (30)
( aé: T‘{glﬂ' y57 }

nm.mER

This is a constrained minimization process.

In each figure, vertical and horizontal axes indicate free energy and LRO, respectively,
and null value of the LRO indicates a complete random solid solution while a unity
suggests a completely ordered Llo phase which is realized only at absolute 0 K. A finite
value indicates some degree of order. At the transition temperature 7, (Fig. 2d), the free
energies of both disordered and ordered phases become equivalent. Above the transition
temperature, the free energy of the disordered phase becomes lower than that of the ordered
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phase and the disordered phase is stabilized. One notices there exists two regimes above the
transition temperature. One is characterized by an unstable ordered phase (Fig. 2a) and
the other is by a metastable ordered phase (Fig.2c). These are distinguished by the existence
or non-existence of the free energy hump, and the temperature at which this free energy
hump starts to appear or disappear is the spinodal disordering temperature (hereafter
denoted by T*)(Fig. 2b), a central concern of the present paper. In the figures, one easily
notices that the analog to the spinodal disordering is the spinodal ordering temperature
(hereafter denoted by T ~) (Fig. 2f) below the transition temperature. These two notions are
conjugate of each other. ‘

It is noticed that, at the spinodal disordering (ordering) temperature, the free energy
curve becomes flat at the metastable ordered (disordered) phase, indicating the loss of
stability and spontaneous disordering (ordering) process sets in. This is the thermodynamic
significance of the spinodal disordering (ordering) temperature, and is mathematically
written as the vanishing condition of the second-order derivative of the free energy with
respect to the LRO parameter.

Kinetic evidence of spinodal disordering

So far, the spinodal disordering is discussed based on the free energy, namely the
vanishing condition of the second-order derivative of the free energy with respect to LRO
at the metastable ordered phase in the disordered phase region. It is desirable to examine
the kinetic aspect of the spinodal disordering as was attempted for the spinodal ordering
(Mohri, 1994a).

The system at 1:1 stoichiometric composition is maintained initially at T =1.20, then
is up-quenched at two temperatures, 1.93 and 2.00, above the transition temperature and the
time evolution of LRO is calculated based on eq.(26). The superheated ordered phase is
expected to transform to a more stable disordered phase either by NG or spinodal
disordering mechanism.

The three curves in Fig. 3 are time evolution behaviour of LRO at 7=1.93 for three
different initial conditions. Note that the time is normalized with respect to the spin-flip
probability throughout the present study. The upper thick curve indicates the natural
relaxation for which no extra chemical potential is added at the initial time ¢ =0. Hence,
the initial value of LRO 0.9965 is exactly the equilibrium LRO at 7=1.20. One can see that
the LRO relaxes with time towards a steady state value of 0.7831 which is confirmed to be
the equilibrium value at 7=1.93 for the metastable Llo ordered phase. This confirms that
the first-order transition does not proceed without fluctuation.  The other two curves
indicate the biased relaxation for which extra chemical potential Ay, is imposed in
eq.(24) right after the up-quenching operation. This is reflected as the deviations from the
equilibrium LRO at 7=1.20 suggested by the natural relaxation curve at =0, which
simulates the fluctuation to trigger the first-order transition. As one can see by a thin solid
line, when the imposed fluctuation is small, the system goes back to the metastable Llo
ordered phase, which is indicated by the merging into the natural relaxation curve. On the
contrary, for the bigger initial fluctuation (lower thick curve), the system transforms to the
stable equilibrium disordered state as is confirmed by the null value of the LRO in the
steady state.

Hence, one realizes that, below the spinodal disordering temperature, there exists a
critical amount of ordering fluctuation which is necessary to trigger the transition. This is,
in a manner, similar to a NG process. It should be, however, noticed that the actual NG
process takes place spatially in a heterogeneous manner and the present free energy
expression which assumes the uniformity of a system is not fully appropriate for the
description of the NG.

As shown in Fig. 4 at T =2.0 above the spinodal disordering temperature, on the
other hand, no appreciable fluctuation is necessary to trigger the transition. The superheated
metastable Llo ordered phase spontaneously transforms to a disordered phase. We claim
this is the kinetic evidence of the spinodal disordering process.
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Generalized susceptibility

Dynamic aspects of the phase transition phenomenon is manifested as approaching the
transition temperature. One of the measures of such a behavior is the temperature
dependence of the generalized susceptibility, y , which is defined as the inverse of the
second order derivative of the free energy function,

L (@

F L1,

At
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Figure 5. Temperature dependence of the susceptibility at 1:1 stoichiometry calculated within the
Tetrahédron approximation of the CVM.

Hence, this provides a measure of the flatness of the free energy surface. In the present

study, we calculate the temperature dependence of the generalized susceptibility at a fixed

1:1 stoichiometry for the stable and metastable Ll, ordered states below and above the

transition temperature, respectively.  The results are shown in Fig. 5. One easily

confirms that the susceptibility increases abruptly as approaching the spinodal disordering
" temperature of T* =1.94,
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Figure 6. First-principles calculation of the temperature dependence of the susceptibility for
Cu-Au system at 1:1 stoichiometric composition. The temperature axis is normalized with
respect to the transition temperature, 912 K.

135



This is in many ways quite similar to the divergence behavior of the susceptibility for
a second order transition. In fact, Fig. 2b clearly indicates that the present divergence
behavior shares the common origin with that of second order transition, namely the
flattening of the free energy surface. In the first order transition, this takes place at the
spinodal disordering temperature while, for the second-order transition, transition

temperature and spinodal ordering and disordering temperatures coincide T =T, =T,
which is termed critical temperature T..

In order to examine a realistic alloy system, the first-principles calculation of
susceptibility was attempted for Cu-Au system (Mohri, 2000a). We first performed the
electronic structure total energy calculations for a set of selected ordered compounds as
well as pure constituents as a function of lattice constant. Then, by performing the Cluster
Expansion Method (Connolly and Williams,1983), we extracted the effective cluster
Interaction energies up to nearest neighbor tetrahedron cluster. This procedure is originated
in eq.(I1) and has been amply demonstrated in the previous literatures (Terakura et
al.,1987; Mohri et al,1988; Mohri et al,1991). For the entropy part, Tetrahedron-
Octahedron approximation of the CVM was employed, for which 32 independent
configurational variables participate to describe the free energy of the Llo ordered phase.
Once the free energy expression is derived, the minimization is performed to obtain the
equilibrium state. Since the free energy is the function of not only the correlation functions
but also the lattice constant, an extra minimization procedure with respect to the lattice
constant is required in addition to eq.(30). Then, the second order derivative given by
€q.(31) is calculated to estimate the susceptibility. More detailed procedure is described
in the previous publications and we simply demonstrate the results obtained at fixed 1:1
stoichiometric composition in Fig. 6. The temperature axis is normalized with respect to the
transition temperature. The transition temperature determined by the present study is 912 K
which is highly overestimated as compared with experimental value. The overestimation
has been ascribed to the neglect of the local lattice relaxation process (Mohri et al.,1988;
Mohri et al.,1991), but we simply assumed that the overall feature of the resultant
temperature dependence may not be seriously affected when the local relaxation is properly
incorporated. One sees that the susceptibility steadily increases above the transition
temperature up to the spinodal disordering temperature, T*=1.015(926 K). We note that
more elaborate first-principles calculation (Ozolins et al., 1998a,b) incorporating the local
lattice relaxation effects will provide correct temperature scale.

Temperature dependence of the relaxation time

As was seen, spinodal disordering was thermodynamically characterized by CVM and
kinetics evidence was provided by PPM. In the previous section, CVM calculation of the
susceptibility suggested that the slowing-down phenomenon is expected near the spinodal
disordering temperature. In the present section, this is directly examined from the stand
point of kinetics based on PPM.

The system is again initially maintained at temperature 7=1.2 and is up-quenched to
various temperatures. The relaxation time 7 during the isothermal aging process at aging
temperature T defined by the following equation is calculated.

£ (=61 =)l =)-&7 =0 -2 o

In the above eq.(32), £ (r=0) and EM(r=o0) are, respectively, the equilibrium values of

&) at initial temperature 1.20 and at the isothermal aging temperature 7, respectively,
determined by CVM.
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Figure 7. Temperature dependence of the relaxation time. The system is initially at T=1.20. In the
present calculation, the attempt frequency and activation energy are assumed to be 10 and 13,
respectively.

Shown in Fig. 7 is an example of calculated results with v =10 and AQ=13 in
€q.(25). One can see that the relaxation time once decreases with increase of temperature,
whereas an abrupt rise is observed towards the spinodal disordering temperature through
the transition temperature. This is a kinetic evidence of the slowing-down phenomenon for
the first-order transition.

In fact, based on electrical resistivity measurements, slowing-down behavior has been
reported (Dahmani et al.,1985) for Ni,Pt —disorder transition. In view of the first-order

nature of the transition, the phenomenon was termed pseudo-critical slowing down. This
finding is most likely an experimental evidence of what we discussed in the present paper.
We, however, should carefully clarify the following point before drawing any definite
conclusions.

The free energies of two competing phases, ie., disorder and LI, ordered phases,

approach together and finally becomes equivalent at 7T,. Hence the driving force for the

disordering transition itself is gradually lost. In an ordinary experimental situation, this
effect is not easily separated from the slowing-down phenomenon due to the flattening of
the free energy surface, but they are rather superimposed. Hence, the abrupt increase of the
relaxation time experimentally observed near the transition temperature is not ascribed to a
single origin without a careful analysis. The rapid up-quenching experiment with efficient
heating capability is quite necessary. This is believed to be an important subject to be
explored in the future.

REFERENCES

Banerjee.S, Urban,K. and Wilkens,M., 1984, Order-disorder transformation ini Ni4Mo under
electron irradiation in a high-voltage electron microscope, Acta metall. 32;299.

Bolton, H.C. and Leng, C.A.,1975,Relaxation near a first-order transition in an AB3 alloy, Phys.
Rev. B11;2069.

137



Bragg. W.L. and Williams,E.J.1934, The effect of thermal agitation on atomic arrangement in alloys,
Proc.Roy.Soc. A145;69.

Connolly, J.W.D. and Williams, A.R.,1983, Density functional theory applied to phase
transformations in transition-metal alloys, Phys. Rev. B27;5169.

Dahmani, C.E., Cadeville, M.C. and Pierron-Bohnes, V.,1985, Temperature dependences of atomic
order relaxations in Ni-Pt and Co-Pt alloys, Acta metall. 33 ; 369.

de Fontaine, D., 1975, k-space symmetry rules for order-disorder reactions, Acta merall. 23 ; 553.

Glauber, R.J.,1953. Time-dependent statistics of the ising model, J. Math. Phys. 4;294.

Kaburagi, M. and Kanamori, J.,1975,A method of determining the ground state of the
extended-range classical lattice gas model, Prog. Theoret. Phys. 54;30.

Kawasaki, K., 1966, Duffusion constants near the critical point for time-dependent ising models.

1 ,Phys. Rev. 145;224.

Kikuchi, R.,1951, A theory of cooperative phenomena, Phvs. Rev. 81; 998.

Kikuchi, R.,1966, The path probability method, Prog. Theoret. Phys. Kvoto, Suppl. 35; 1.

Kikuchi, R.,1974, Superposition approximation and natural iteration calculation in cluster-variation
method, Chem. Phys. 60 ; 1071.

Mohri. T., Sanchez .J.M. and de Fontaine, D.,1985a, Short range order diffuse intensity calculations
in the cluster variation method, Acta metall. 33; 1463.

Mobhri, T., Sanchez ,J.M. and de Fontaine, D., 1985b, Binary ordering prototype phase diagrams in
the cluster variation approximation, Acta metall. 33, 1171.

Mohni, T.,Terakura. K.,Oguchi, T and Watanabe, K., 1988, First principles calculation of
thermodynamic properties of noble-metal alloys, Acta metall. 36 ; 547.

Mohri,T., Terakura, K., Takizawa, S. and Sanchez, J.M.,1991, First-principles study of short range
order and instabilities in Au-Cu, Au-Ag and Au-Pd alloys, Acta metall. 39;493.

Mohri, T.,1990, Kinetic path for a relaxation process of an f.c.c. disordered phase, Acta metall.
38.2455.

Mohri,T.,1994a. Spinodal ordering evidenced by PPM, Statics and Dynamics of Alloy Phase
Transformations, Ed. by P.E.A . Turchi and A. Gonis, Plenum Press, New York:;665.

Mobhri, T.,1994b, Atomic ordering process and a phase diagram, Solid->Solid Phase
Transformations, Ed. by W.C. Johnson et al., The Minerals, Metals and Materials Society:53.
Mohri, T.,1996. Kinetic path and fluctuations calculated by the path probability method, Theory and
Applications of the Cluster Variation and Path Probability Methods,Ed. by J.L..Moran-Lopez ad

J.M. Sanchez, Plenum Press, New York;37.

Mohri. T.,1999, Configurational thermodynamics and kinetics studied by cluster variation and path
probability methods, Solid-Solid Phase Transformations, The Japan Institute of Metals
Proceedings, Vol. S(JIMIC-3), ed. by M. Koiwa, K.Otsuka and T.Miyazaki.;669.

Mohri ,T.,2000a. Pseudo critical slowing down within the CVM and PPM, Modelling and
Simulation in Mat. Sci. and Engr., in press.

Mohri,T.,2000b, in preparation.

Ozolins, V., Wolverton, C. and Zunger, A., 1998a, Cu-Au, Ag-Au, Cu-Ag and Ni-Au intermetallics:
First-principles study of temperature-composition phase diagrams and structures, Phys. Rev. B57;
6427.

Ozolins,V., Wolverton, C. and Zunger, A., 1998b, First-principles theory of vibrational effects on
the phase stability of Cu-Au compounds and alloys, Phys. Rev. B58; R5897.

Richards, M.J. and Cahn, J.W.,1971 Pairwise interactions and the ground state of ordered binary
alloys, Acta metall. 19;1263.

Sanchez, J.M.,1981,Pair correlations in the cluster variation approximation, Physica 111A:200.

Sanchez, J.M. and de Fontaine, D.,1978, The fcc ising model in the cluster variation approximation,
Phys. Rev. B17;2926.

Sanchez, .M. and de Fontaine, D.,1980, Ordering in fcc lattices with first- and second-neighobr
interactions, Phys. Rev. B21;216.

Sanchez, J.M., Ducastelle, F. and Gratias, D., 1984, Generalized cluster description of
multicomponent systems, Physica, 1284; 334.

Takeda,S., Kulik,J. and de Fontaine,D.,1987,Spinodal ordering beyond the Lifshitz point in Cu3Pd
observed by high voltage electron microscopy, Acta metall. 35,2243.

Terakura,K., Oguchi, T., Mohri,T. and Watanabe, K., 1987, Electronic theory of the alloy phase
stability of Cu-Ag, Cu-Au and Ag-Au systems, Phys. Rev. B35 ;2169

138




KINETICS AND DIFFUSION



USING ARRESTED SOLID - SOLID MULTIPHASE REACTIONS IN
GEOLOGICAL MATERIALS TO DEDUCE THE RATE OF CRUSTAL UPLIFT
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ABSTRACT

The history geological terrains experience can be traced as a series of temperature and pressure changes.
Each change drives the system toward a new state of thermodynamic equilibrium. The resultant overprinted
rock fabrics, textures and chemical heterogeneities can be difficult to interpret. However, if carefully chosen,
features from the scale of kilometers to nanometers can be used to reconstruct the history of mountain systems.
Uplift of the Sri Lankan Central Highlands was rapid enough to preserve well-developed symplectite textures,
some of which represent arrested solid-state diffusion-controlled reactions of garnet + O; to form orthopyroxene
+ plagioclase + magnetite, as the rocks were exhumed from over 30 km in the earth's crust. Our objective has
been to determine the reaction mechanisms responsible for symplectite development, and to establish the time
interval over which these reactions occurred, to constrain the rate of mountain uplift. Considering that the most
rapid mechanism is solid state grain-boundary diffusion of oxygen, the reaction time can be constrained by
bounding the rate of oxygen supply to the reaction site. The solid state grain boundary diffusion rate of oxygen
has been inferred to be ca. 10" m”-sec (Farver and Yund, 1991), but is sensitive to inferred grain boundary
width. The range of rates thus determined allows the distinction between rapid uplift similar to that of the
Himalayan Mountains, and the slow and progressive erosion of a less dramatic terrain. Further constraints on
diffusion control and energetic relationships are determined from crystatlographic relationships between the
reactant and product phases, and submicron scale microstructures.

INTRODUCTION

The evolution of the Earth’s crust is recorded in the chemical and physical
characteristics of the mineral phases that make up the crust. This history is preserved as
recrystallization events, which can include changes in mineral composition and/or mineral
structure, or can be recorded as net transfer reactions in which there is a change in the
assemblage of coexisting mineral phases. These changes occur in response to changes in
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pressure, temperature and stress conditions, which are the primary variables that affect rock
properties.

Generally, the history of large-scale events, such as mountain building and
continental collisions, often extend over many millions of years. Often these histories
include periods of time during which the rocks being considered experienced high
pressures ( 0.1 to 1 GPa) and high temperatures (300 to 900 °C). The resulting history of
pressure and temperature change (P-T history) thus tracks the up and down movement of a
portion of the Earth’s crust through time. Dating the rocks in such a sequence provides
information concerning the time at which the rock sequence attained a particular pressure-
temperature state, provided the date can be reliably tied to a specific mineral assemblage, a
specific suite of micro-chemical properties, or a particular micro-structural characteristic. If
a series of dates can be obtained at well-defined points along the P-T history, then the rate
of movement of the crust can be determined.

Rates of change in P-T histories are useful for piecing together crustal history, since
such data allow motion vectors to be determined. Plate tectonics is the conceptual
framework within which the evolution of the Earth’s crust is described. This paradigm
relates events recorded in the crust to movements of crustal segments. The magnitude and
orientation of movement vectors allow distinction to be made between the different
regimes that cause destruction, formation and modification of crust.

Establishing movement rates on anything other than a multi-million year time scale
has been difficult because of the lack of good benchmarks for mechanisms that can be used
to record such events. Nevertheless, such data are required in order to refine models of
plate motion, and to further develop understanding of the underlying mechanisms
controlling plate dynamics.

In this report we present the preliminary determination of the rate of a specific
diffusion-controlled, arrested net transfer reaction that potentially records a specific point
along a P-T trajectory for a sequence of rocks from Sri Lanka. Further application of this
approach may allow refinement of highly resolved motion vectors for crustal segments,
thus contributing to a better understanding of plate movements and the mechanisms
controlling plate tectonics.

DIFFUSION CONTROLLED REACTIONS IN ROCKS

Diffusion controlled processes are responsible for many of the key chemical
characteristics that record P-T history. Compositional zoning within crystalline phases,
inter-phase ion exchange, and net transfer reactions involving multiple crystalline phases
are all diffusion controlled. Each of these diffusion-controlled processes could potentially
be used to evaluate the time-resolved motion vectors, if the underlying diffusion controls
could be determined. However, a major limitation in deciphering the relevant rates is
uncertainty in the applicable diffusion coefficients. Diffusion coefficients derived for
geological materials differ by many orders of magnitude, depending upon the relative
importance of a fluid phase along grain boundaries. In certain cases, such as the formation
of hornblende-spinel-orthopyroxene coronas around olivines (Ashworth, 1993) textures
have been described in terms of fluid-absent grain-boundary and intra-crystalline Al
diffusion, and have been used to infer that long time periods (>1 million years) were
required for corona growth. In contrast, corona growth has also been documented in
carbonate-silicate experimental systems in which the total time duration of mineral
development was tens of days, and the presence of a fluid phase was documented (Lutge
and Metz, 1993).
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Symplectites (Figure 1) are similar to corona textures in that a shell of product
minerals surrounds a reactant mineral phase. In some cases the shell is complete, in others
it is discontinuous. The product minerals develop when the free energy at the grain
boundary exceeds that of a different but compositionally equivalent mineral assemblage.
This condition has been observed to develop between pairs of minerals, as well as in
response to changes in chemical potentials.
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Figure 1. Schematic diagram of symplectite texture and phase relationships.. Note the difference in grain size
and grain form between the mineral phases that had formed pripr to symplectite development (designated by

. “-P” for primary) and those minerals that form during symplectite growth (designated by “-S” for secondary).
Figure modified from Sandiford et al. (1988).

Symplectites commonly are worm-like intergrowths of two or three minerals. The
large length to width ratio of these crystals, and their very small size, suggest that crystal
interfacial energy is high and, hence, the duration of time at elevated temperature
insufficient to allow grain coarsening. The long axis of the worm-like forms is generally at
a high angle to the interface with the reactant mineral phase, thus providing a relatively
high number of symplectite mineral grain boundaries per unit area of reactant mineral
surface area. As discussed later, this is significant for models of symplectite growth in
which grain boundary diffusion is the rate-limiting step. The textures indicate that reaction
did not completely consume the garnet, providing a clear example of an arrested reaction
relationships

SRI LANKA PYROXENE-FELDSPAR-MAGNETITE SYMPLECTITES

The geology of Sri Lanka (Fig. 2) is dominated by the Highland Series, which runs as
a broad band in a NNE — SSW trend through the central part of the island. These rocks are
high-grade metamorphic rocks which have experienced a complex metamorphic and
structural history. This history includes an early recrystallization event between 1.94 and
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Figure 2. Geology of Sri Lanka. The samples were collected from outcrops near the city of Kandy.

modified from Sandiford et al. (1988).
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Figure 3. The inferred temperature-pressure pathway followed by the Highland Series rocks. The heavy
shaded line, which is derived from the trajectory presented in Schenk et al. (1991), is their generalized
interpretation of the conditions of recrystallization during cooling and uplift of the Highland Series rocks.
Also shown are the P-T conditions determined by Faulhaber and Raith (1991) for the symplectites they
analyzed from the Highland Series rocks. The P-T conditions computed for garnet and coexisting quartz
inclusions in our samples are indicated, as are the conditions computed for the symplectites in this study.
Because the absolute temperatures are unknown for our samples, we computed pressures, assuming the
temperatures were between 600°C and 700°C, based on the coexistence of garnet-orthopyroxene-plagioclase.
We infer that the actual conditions of symplectite growth fall close to the inferred P-T trajectory of Schenk et
al. (1991).
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Figure 4. Photomicrographs of Sri Lanka symplectites used in this study. a. with polarizing filter. b. without
polarizing filter. Largest figure dimension is 2.3 mm.
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1.1 billion years ago, followed by a series of deformations and recrystallizations,
culminating in relatively rapid uplift sometime between 0.67 and 0.55 billion years ago
(Sandiford et al., 1988; Kriegsman, 1991; Kehelpannala, 1991).

Some interpretations suggest that the Highland Series has been emplaced over lower
grade rocks during the last major recrystallization (e.g., Kriegsman, 1991). Nevertheless,
there is general agreement that this complex history involves an early stage at very high
temperatures (ca. 900°C) at elevated pressures (ca. 0.8-1.0 Gpa). This period was followed
by possibly protracted, nearly isobaric cooling, and then a dramatic increase in the rate of
change of pressure with temperature, suggesting rapid uplift (Schenk et al., 1991: Fig. 3).

Within the Highland Series, near the city of Kandy, occurs a series of rock outcrops
in which symplectites of orthopyroxene, plagioclase, and magnetite have developed around
almandine garnets (Fig. 4). The symplectites developed in rocks that originally were com-
posed of plagioclase feldspars, orthopyroxenes, hornblendes, biotites, garnet and quartz.
Although plagioclase feldspars, orthopyroxenes, hornblendes, biotites and quartz in the
bulk rock show clear evidence of strain, the symplectite grains do not. Hence, the minerals
composing the symplectite are generally compatible with conditions suitable for
orthopyroxene stability, but they post date the deformation period.

The garnets that have symplectite surrounding them contain inclusions of plagioclase
and quartz. Quartz also occurs within the symplectites at the garnet-symplectite interface as
a product mineral phase. This stable coexistence of garnet + quartz demonstrates that the
symplectites did not form in response to the reaction:

(CaMgz)Alzsi3012 + Si0,; ¢ CaALSi,O5 + 2MgSiO3

Instead, the reaction relationship represented by the symplectite must represent a change in
some chemical condition affecting the external grain surfaces of the garnet, and not a
change in intensive parameters such as temperature or pressure.

We propose that the actual reaction responsible for symplectite growth was controlled
by oxygen availability:

(Caps Fe'?1.0 Mgos)(Fe** Al £)Si301; + 0.125 0, &
(garnet)

1.25 (Fe*%,6Mgo4)SiO; + 0.6 CaALSOg + 0.55 Si0; + 0.65 Fe™(Fe™ o Alg92)Os .
(orthopyroxene) (plagioclase) (quartz) (magnetite)

The stoichiometry of this reaction is based on microprobe analyses of the
compositions of the mineral phases occurring at the garnet — symplectite interface, with the
exception of the spinel phase (magnetite), the composition of which is based on partial
analyses of these phases, and their optical properties in reflected light. This reaction
suggests that the change in chemical condition was related to the oxygen fugacity.

The outer edge of the symplectite defines the original location of the garnet grain
boundary, prior to reaction. Symplectite development occurs as a volume replacement of
garnet by the nearly compositionally equivalent assemblage orthopyroxene-plagioclase-
magnetite-quartz. In order to sustain symplectite growth, oxygen diffusion must occur
along the symplectite grain boundaries.

Within the symplectite occur domains in which the optical orientation of separate
orthopyroxene grains is the same. This suggests that mineral growth during garnet
breakdown is controlled by some topotactic relationship with the underlying garnet.

Optical examination suggests that more distant (earlier formed) symplectite grains are
more equant than those immediately adjacent to the garnet (Fig. 4). Measurement of the
grain dimensions is consistent with this inference (Fig. 5). This suggests grain coarsening
has occurred over the lifetime of the reaction process that generated the symplectites. As
noted below, this point may play a role in explaining the arrested state of these reactions.
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OXYGEN GRAIN BOUNDARY DIFFUSION AND SYMPLECTITE FORMATION

Diffusion in geological materials has been the subject of several recent investigations
(Ashworth, 1993; Farver and Yund, 1990, 1991, 1995a,b, 1996 1998; Ashworth et al., 1998
a,b; Obrien, 1999). These results add to a large body of literature that has shown through
various means and in a wide range of materials that intercrystalline or volume diffusion is
orders of magnitude slower than fluid mitigated grain boundary diffusion. Debate still
exists, however, over several key aspects of what is considered to be grain boundary
diffusion in the absence of a fluid phase. Some studies (Ashworth, 1993) have suggested
that fluid absent grain boundary diffusion is virtually indistinguishable from volume
diffusion, and thus the corresponding diffusion coefficients are assigned approximately
equivalent values. Others have presented experimental results purporting to demonstrate
that fluid-absent grain boundary diffusion coefficients are intermediate between those of
volume diffusion and fluid-mitigated grain boundary diffusion (Farver and Yund, 1991).
Important in these debates are questions concerning the width of grain boundaries, which
may be expected to change with pressure and temperature, and the physics of atomic
migration in these regions.

Le Claire (1963) developed a formalism to evaluate analytical data obtained from
laboratory experiments that consider grain boundary diffusion, which is expressed as:

D*3 = [(dlnc) /(dy *)]"*” (4D/)'" [(dInc) (d(nB™%)")) *> M

where D* is grain boundary diffusion coefficient, § is grain boundary width, ¢ is the
concentration at depth y, D is the volume diffusion coefficient, 1} is a dimensionless
number dependent on D, y, § and time, and B is a parameter dependent on D, D*, § and
time. This formalism is based on rearrangement and simplification of the equations
derived by Whipple (1954). This formalism is valid within limits described by Le Claire,
as confirmed by Chung and Wuensch (1996). The fundamental limit is that P be greater

than approximately 10. When applied, these limits result in the following simplified
version of (1):

D* = [(dInc) /(dy ®*)]** (4D/t)"2 (0.661) Q)

Using the approach proposed by Le Claire, Farver and Yund (1991, 1995a,b, 1996,
1998) have analyzed the results of a series of experiments they have conducted in which
they consider grain boundary diffusion of oxygen, potassium and calcium in geological
materials. From these analyses they have proposed grain boundary diffusion coefficients
for these elements.

We have opted to use their diffusion coefficient for fluid-absent oxygen grain
boundary diffusion to evaluate the time duration over which the symplectite developed in
the Sri Lanka sample described above. Our interest is in establishing a time limit for the
duration of reaction. We believe that using this diffusion coefficient will provide a means
for defining a time interval over which it is likely symplectite growth occurred. These
results are preliminary for several reasons.

First, the effective grain boundary width remains unknown. Formation of the
symplectites occurred at highly elevated temperatures and pressures, and evidently during
uplift. There are no experimental data for grain boundary widths under such conditions. We
have therefore taken le-9 meters as a first approximation of an average grain boundary
width for the present polymineralic assemblage for similar reasons to those discussed by
Farver and Yund (1991). They consider estimates for metals and simple oxides as well as
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Figure 5. Width (a.) and length (b.) dimensions of seventy-four symplectite orthopyroxene grains, as a
function of distance from garnet grain edge. All distances are in millimeters. Also shown is the length to
width ratio of the orthopyroxene grains, as a function of distance from the garnet (c.).
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ex-post facto transmission electron microscope (TEM) observations (not at pressure or
temperature) of more complex silicate structures. The value of 1e-9 meters should be near
the lower limit of possible values for the polymineralic simplectite assemblage. Grain
boundary widths, Farver and Yund (1991) note, must be on the order of a unit dislocation
width (Burgers vector of albite and orthoclase is 0.8 nm).

Second, we have assumed that grain boundary properties in these natural rocks are
similar to the mineralogically distinct (quartz vs plagioclase-orthopyroxene-magnetite-
quartz) and laboratory annealed fine grained quartz samples used in the Farver and Yund
(1991) experiments. It is unlikely that the grain boundaries are identical, but the
differences, and their significance with respect to the magnitude of the diffusion
coefficients are unknown. In the absence of reference data that would allow us to better
characterize the natural grain boundaries, we will use the data from the reported
experiments and emphasize the inherent uncertainties that must be kept in mind.

Third, in order to apply the Farver and Yund diffusion coefficients it is necessary to
assume that the role of a fluid phase was the same. This cannot be assured. It is conceivable
that the grain boundaries in the Sri Lanka samples were partially wetted by a fluid phase of
unknown composition. For the present, we will simply assume that fluid condition along
the grain boundaries in the different sets of materials was similar. '

We can constrain the time duration of the reaction by considering two limits. The
maximum distance over which diffusion could have occurred is the width of the
symplectite zone. Although this width varies from location to location, a value of le-4
meters is about average. We also assume in this case that the diffusion gradient was linear
over this distance, and was constant with time. The minimum distance over which diffusion
occurred cannot be established directly, but for calculational purposes we assume that it
was approximately equivalent to that achieved in the laboratory experiments of Farver and
Yund (1991)(6e-6 meters). Assuming that the rate-limiting step in the reaction progress
was oxygen diffusion, we solve for the time duration required for oxygen to diffuse these
distances. The results for these calculations are shown in Figure 6.

DISCUSSION

The results in Figure 6 show that the maximum time over which symplectite growth
occurred was approximately 500 years, and the minimum time was a few weeks, depending
upon the actual diffusion distance. From the physical perspective argued in the paragraph
below, the longer time period is unlikely.

Initiation of the symplectite growth at the original garnet surface must have begun
when the P-T-fO, conditions achieved values outside the garnet stability field. Symplectite
growth would then be limited by oxygen diffusion along symplectite grain boundaries. Two
possible reaction pathways can be postulated that would reflect the evolution of the
symplectite, once its development had been initiated. Either the diffusion gradient at the
gamet interface maintained a constant value and migrated inward toward the garnet, or the
gradient decreased with time as the symplectite grew (Figure 7). In the case of the former
scenario, the gradient would migrate at a rate equivalent to the diffusion rate. In this case,
the total time required to achieve a symplectite thickness of 1 x 10 meters would be
approximately 0.1 years, at 600°C,

Were the diffusion gradient to have decreased with time, oxygen would have been
depleted in the region immediately outside the original garnet surface. The decrease in
oxygen fugacity would be expected to be recorded in the minerals adjacent to the original
garnet surface. However, neither a change in oxide mineralogy nor evidence of reactions
involving reduction of iron in mixed Fe™* - Fe™" phases is seen in this area. Hence, we
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Table 1. Values, sources and assumptions for key variables used in calculation of diffusion
distances

Variable Assigned Value Comment
Grain Boundary Width 1.0 E -9 meters Assumed from Farver and
Yund, 1991
Oxygen Diffusion Coefficient S.0E-15 Ibid, assuming 600°C
Concentration Gradient 34 Ibid
(dInC)

conclude that oxygen flux along symplectite grain boundaries occurred at a rate
approximately equivalent to that at the symplectite-garnet interface.

These results imply that the symplectite textures formed over a few week period
during decompression. This short duration reflects the mechanism responsible for this grain
growth — grain boundary diffusion of a relatively mobile component. This is in contrast to
retrograde corona textures formed around olivines (Ashworth, 1993), for example, in which
the rate-limiting step in the corona growth is Al volume diffusion. The mechanism
responsible for the symplectite-forming reaction cannot be resolved between changes in
pressure, temperature or oxygen fugacity. It is likely that a combination of changes
involving these variables was responsible, since these variables are coupled.

Cessation of the reaction could have been the result of changes in oxygen fugacity, or
changes in the mobility of oxygen along the grain boundaries. The latter may have been at
least partially responsible since, as previously noted, the symplectite grains become less
elongate and coarsen with time. This change has the consequence of diminishing the
density of grain boundaries that are oriented perpendicular to the garnet surface, making
more tortuous the oxygen diffusion pathway. We speculate that a point was eventually
reached at which oxygen diffusion was choked off due to this reorganization of grain
boundaries.

CONCLUSIONS

The results presented here suggest that symplectite growth around garnets in this
environment was controlled by changes in oxygen fugacity. This change was associated
with decompression and could result from any combination of changes in P-T and oxygen
partial pressure.

Available evidence suggests that the duration of the symplectite growth was on the
order of a few weeks. This short duration reflects the mechanism responsible for this grain
growth — grain boundary diffusion of a relatively mobile component. Far slower reactions
have been estimated for mechanisms such as retrograde corona textures in which the rate-
limiting step is Al volume diffusion. The resulting diffusion coefficients are approximately
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nine orders of magnitude larger, and the inferred time duration for the corona growth are
millions of years. :

These results emphasize that trajectories of inferred pressure-temperature pathways in
P-T diagrams grossly integrate complex histories, and do not provide any direct
information about rate of crustal movement. To fully understand crustal evolution, methods
resulting data can then be used to place within a plate tectonics framework the vertical
component of motion specific crustal terrains have experienced.

Uncertainties in the calculations we have performed primarily reflect the use of
values for variables, such as grain boundary width, that were obtained from measurements
on materials (metals and simple oxides) which are not close analogs to complex silicates.
Also, the conditions under which the measurements were made do not closely approximate
the extreme temperatures and pressures experienced by the geological materials. Obtaining
more accurate measurements or calculated values for geologically appropriate mineral
phases is a significant challenge but, when accomplished, will greatly enhance our ability
to better constrain the evolutionary history of the crust and greatly expand our ability to
understand large scale geological processes.

* This work was performed under the auspices of the U.S. Department of
Energy by University of California Lawrence Livermore National
Laboratory under contract No. W-7405-Eng-48.
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KINETIC FEATURES OF NON-SIMPLEST

ALLOY ORDERINGS:
DO0;, L1,, AND L1, ORDERINGS

K.D. Belashchenko, V.Yu. Dobretsov, I.R. Pankratov, G.D. Samolyuk,
and V.G. Vaks
Russian Research Centre ‘Kurchatov Institute’, Moscow 123182, Russia

ABSTRACT

The earlier-developed master equation approach is used to study kinetic features
of alloy orderings with more than two types of ordered domains. We develop a ki-
netic cluster field method being a kinetic analogue of the known cluster variation
method, and present a microscopical model for deformational interactions in concen-
trated alloys. The described methods are used for extensive simulations of various
phase transformations involving DOs, L1, and Llo orderings. The simulations re-
veal a number of interesting microstructural effects, many of them agreeing well with
experimental observations.

INTRODUCTION

Studies of microstructural evolution under phase transitions of al-
loy ordering attract great attention from both fundamental and applied
points of view, see e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9]. There has been much
theoretical work on these problems, e.g. [10, 11, 12]. However, most
of theoretical papers treat the simplest B2 type orderings with just two
types of antiphase ordered domains (APDs) and one type of antiphase
boundaries (APBs) between them. Yet ordered structures in real alloys
are usually much more complex and include many types of APDs and
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APBs. The ‘multivariant’ character of the ordering results in a number
of kinetic features that are absent for the simplest B2 ordering. In this
work we discuss these features for the phase transformations involving
the most typical multivariant orderings, D03, L1; and L1g.

To investigate these problems we employ the microscopical master
equation approach to the configurational kinetics of non-equilibrium al-
loys suggested in Refs. [13, 14, 15, 16, 17]. First we discuss some ex-
tensions of this approach necessary to treat the orderings under consid-
eration. Then we describe an application of the developed methods to
studies of microstructural evolution and morphological features of such
orderings.

THE KINETIC CLUSTER FIELD APPROACH

We consider a binary alloy A-B with the interaction Hamiltonian

H = Zvijnmj + Z Vik N nE 4 L. (1)
1>] i>7>k
where n; = m;s is unity if the site ¢ is occupied by A atom and n; =
0 otherwise. The general form of the master equation approach was
described in Refs. [16] and [17]. Below we present several main equations
of this approach. The fundamental master equation for the probability
P to find the configuration {n;} = a is:

dP(a)/dt = ) W (a, B)P(B) - W (8, o) P(a)] (2)
8

where for the transition probability W (a, 5) we adopt the conventional
‘thermally activated atomic exchange’ model [13, 14]. The most general
expression for P{n;} can be written as

P{n;} = exp[B(Q+ Z Ain; — Q)). (3)

Here § = 1/T, the ‘quasi-Hamiltonian’ @) is an analogue of the Hamil-
tonian H in (1):

Q= E a;jn;n; + Z QijEninng + ..., (4)
>3 i>5>k

the ‘local chemical potentials’ A; and the ‘quasi-interactions’ a;.; (be-
ing, generally, both time and space dependent) are the parameters of
the distribution, and the ‘generalized grand canonical potential’ Q =
Q{Xi,a;._;} is determined by normalization.
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The kinetic cluster field approach (KCFA) corresponds to putting
quasi-interactions ;.. ; in Eq. (3) equal to interactions v;..; in Eq. (1),
i.e. neglecting kinetic renormalizations of the quasi-interactions. Then
one can derive from Eqs. (1)-(4) the kinetic equation for the mean
occupations ¢;(t) = (n;) averaged over the time-dependent distribution
P{n;} [16]:

% = ZM,-j 2sinh[B(A; — i) /2] (5)

where M;; is the generalized mobility the general expression for which
is presented in [17]. One can also show that the local chemical potential
i in Egs. (3), (5) is the partial derivative of the generalized free energy
F{c;}: \; = 0F/dc;, and in KCFA we have: FF = - 3 e [16, 17].
The simplest approximation for the solution of Eqgs. (5) is the kinetic
mean field approximation (KMFA) which is a kinetic analogue of the
thermodynamic MFA. KMFA can be sufficient for studies of many prob-
lems [12, 13, 14, 15], in particular, phase transformations in BCC-based
alloys involving B2 and D03 orderings. However, to describe orderings
in FCC alloys, in particular, L1, and L1g orderings, MFA is known to be
insufficient and more accurate methods are necessary, such as the cluster
variation method (CVM) [18, 19, 20]. Recently we suggested a simplified
version of CVM, the tetrahedron cluster field method (TCFM) [21] which
combines a high accuracy of CVM in the description of thermodynamics
for a number of realistic alloy models with a great simplification in the
calculations making it possible to develop its kinetic generalization. In
[21] we considered four alloy models: the second-neighbor interaction
models 1, 2 and 3 with the ratio v2/v; equal to (—0.125), (=0.25) and -
(=0.5), respectively, and the fourth-neighbor interaction model 4 with
v, estimated by Chassagne et al [24] from their experimental data for
Ni-Al alloys: v; = 1680K, v, = —210K, v3 = 35K, and vy = —207K.
Phase diagrams for these models have been calculated using both TCFM
and a rather accurate version of CVM, the tetrahedron-octahedron CVM
for the ordered phase and the double tetrahedron-octahedron CVM for
the disordered phase [19, 20]. The results of these two methods are quite
close to each other which is illustrated by Figure 1 for models 2 and 4;
for models 1 and 3 the agreement between TCFM and CVM is similar.
The thermodynamic TCFM described in [21] can be immediately gen-
eralized to its kinetic version, KTCFM, to study the evolution of non-
equilibrium alloys. Here we present the KTCFM expression for the lo-
cal chemical potential A; which determines the generalized driving force
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Figure 1 Phase diagram ¢ — T' for the second-neighbor interaction model 2 with vz /v; =
—0.25 where T’ = T/v; is the reduced temperature (a) and phase diagram ¢ — T for the
model 4 with v, estimated from experiments [24] for Ni-Al alloys (b). The solid and dashed
lines are the phase equilibrium curves calculated in {21] by TCFM and CVM, respectively,
which separate the following phases or two-phase regions (from left to right): disordered A;;
A14L13; L1o; L124L1g; L1g. The dotted line is the ordering spinodal calculated by TCFM.

/\j - )\,' in Eq. (5):

M=ot DA Y mlMa-a)fe] ()
-G s {jki}€tY,i

The terms A" in the first sum in (6) correspond to the contributions
of non-nearest neighbor interactions v;; = v, being nth neighbors in the
lattice which are described in the pair cluster approximation and are
written analytically [21]. The last sum describes the contributions of the
nearest-neighbor interactions in the approximation of ‘non-overlapping
tetrahedron clusters’ which was suggested by Yang [22] and is illustrated
by figure 2.

Each term of this sum corresponds to the Yang’s tetrahedron of sites
t,7,k,1, while {jkl} € tY,i means that the summation is performed over
four Yang’s tetrahedrons that contain site i. The quantity y* = y*{c,}
is determined by a system of equations:

¢i = ;' 01n Z, [0y} (M)

where Z, is the cluster partition function being a polynomial in y with
s equal to 4,7,k or I:

Zo=14 3 yd+CD s+ > wlysul + ¢ yRytyRyl

s=1,5,k,l s<s’ s<s'<s!

158




Figure 2 Decomposition of the FCC lattice into tetrahedron clusters suggested by Yang
[22] and used in the tetrahedron cluster field method.

and ¢ = exp(—pBvy). Egs. (7) for y2 in each cluster o form a system of
four algebraic equations which is easily solved using Newton’s method.

MODELS FOR DEFORMATIONAL
INTERACTIONS

Effective interactions v;_; in the Hamiltonian (1) include the ‘chem-
ical’ contributions v{ ; which describe the energy changes under sub-
stitution of some atoms A by atoms B in the rigid lattice, and the

‘deformational’ interactions vg“j related to the difference in the lattice

deformation under such a substitution. A microscopical model for v?
in the dilute alloys was suggested by Khachaturyan [23]. The deforma-
tional interaction in concentrated alloys can lead to some new effects
being absent in the dilute alloys, in particular, to the lattice symmetry
changes under phase transformations, such as the tetragonal distortion
under L1o ordering. Earlier these effects were treated only phenomeno-
logically [10]. Below we describe a microscopical model for calculations
of v? which generalizes the Khachaturyan’s approach [23] to the case of
concentrated alloys.

Supposing a displacement uy of site k relative to its position Ry in
the ‘average’ crystal A.B;_. to be small we can write the alloy energy
H as

1
H = H{n;} = ) varFor + 3 > uakupiAck,pi (8)
P ak Bl

where a and f are Cartesian indices and both the Kanzaki force F;
and the force constant matrix A,k g are certain functions of occupation
numbers n;. For the force constant matrix we use the conventional

average crystal approximation: Aqk gi{ni} = Aak,gi{c} = Ak g, while
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the Kanzaki force can be written as a series in n;:

Far =3 fadimi+ 3 fQming + .. (9)
1 i>7
Minimizing the energy (8) with respect to displacements uj we obtain
for the deformational Hamiltonian H¢:
H®= —% > Far(A Yor,a1, Fai (10)
ak,Bl
where (A_l)ak“gl means the matrix inverse to Aak,m which can be writ-
ten explicitly using the Fourier transformation. For dilute alloys one can
retain in Eq. (9) only the first sum which corresponds to a pairwise H¢ of
Khachaturyan [23]. The next terms in (9) lead to non-pairwise interac-
tions, and the term of (10) bilinear in f(2) describes the above-mentioned
effects of possible lattice symmetry changes on microstructural evolution.
To describe these effects in the FCC lattice we retain in Eq. (9)
only terms with f() and f(® and suppose that they correspond to just
nearest-neighbor interactions. Then the model, for symmetry consid-
erations, includes only two parameters f(2) which can be found from
experimental data about the lattice parameter changes under L1, and
L1o orderings.

LONG-RANGED AND LOCAL ORDER PARAMETERS

The distribution of mean occupations ¢; under alloy ordering can be
described in terms of both long-ranged and local order parameters. For
the homogeneous equilibrium D03 phase this distribution can be written
in terms of two long-ranged order parameters, 5 and ¢:

¢i = ¢+ nexp(igiRy) + ([exp(igaRi)sgn(n) + exp(—igzRy)].  (11)

Here R; is the BCC lattice vector of site i; g; = [111]27/a and g, =
[111]r/a are the B2 and D03 superstructure vectors; 7 is the B2 type
order parameter which is also present in the B2 phase, while the param-
eter ( is characteristic of the D03 phase. Each of the parameters 7 and
Cin (11) can be both positive and negative, thus there are four types of
ordered domains differing in these signs and two types of APBs between
these domains. The APB separating two APDs differing in the sign of 5
will be called an ‘7-APB’ or a B2 type APB, while that separating two
APDs with the same sign of n and different signs of ¢ will be called a
‘C-APB’ or a D03 type APB [8].

The transient partially ordered alloy states, in particular, APBs, can
be conveniently described in terms of the local squared order parameters
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n? and ¢? and the local concentrations ¢;. A suitable description is
provided by ‘site-centered’ local parameters which correspond to spatial
averaging over a nearest neighborhood of each site ¢:

2
1 2 1 :
2 __ , . .
"f—ra[“‘;,;.z. i o 2 ] ’
j=nnn(7)
x

Jj=nn(i)

Jj=nn(i)

2 2
1 1
¢ = B [c,- - . Z .) c]':| + [ZM E c; sin( ggRJ,)] ,

p, Z Cj] . (12)
nnn )

j=nn(i) j=nnn(:

Here R;; is R; — R;, nn(i) or nnn(i) means the summation over nearest
or next-nearest neighbors of site 7, and 2z, or z,,, is the total number of
such neighbors. The distribution of 52 or ¢? is similar to that observed
in the transmission electron microscopy (TEM) images with the super-
structure vector g1 or go, respectively. Therefore, these distributions,
to be called n2- or ¢%-representation, can be compared directly with the
experimental TEM images.

For the homogeneous L1, or Llg ordering the distribution of ¢; can
be written as [23]:

c; = ¢+ nrexp(iki R;) + no exp(ikoR;) + n3exp(iksR;) (13)

where R; is the FCC lattice vector, 7, 72 and 73 are three components
of the vector order parameter, and k, is the superstructure vector cor-
responding to 74:

k; = [100]27/a, ke = [010]27 /a, ks = [001]27 /a. (14) -

For the cubic L1, structure || = |n2] = |93, mn2ms > 0, and four types
of ordered domains are possible. In the tetragonal L1y structure only
one component 7, is present, being either positive or negative. There-
fore, six types of ordered domains are possible with two types of APBs:
the ‘shift’-type APBs separating two APDs with the same tetragonal
axis, and the ‘“flip’-type APBs separating the APDs with perpendicular
tetragonal axes.

The local squared order parameters 72; and the local concentration ¢;

for the L1, and L1 orderings can be naturally defined as:

2

1
Ugi = ‘16 Z cjexp(ikaRji) |
J =nn(i)
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'E,':%ljc,'-l-zll- Z Cj:', (15)

j=nn(i)

while the partially ordered alloy states can be conveniently characterized
by the distribution of the quantities n? = 72, + 72, + n2, to be called 52
representation.

KINETICS OF PHASE TRANSFORMATIONS INVOLV-
ING D0; ORDERING

Microstructural features of D05 ordering distinguishing it from the
simplest B2 ordering are related to the presence of four types of dif-
ferent ordered domains and two types of APBs mentioned in section 4.
To study these features we made KMFA-based 2D and 3D simulations
for two alloy models: the Fe-Al type model with relatively long-range
interactions taken from work [25] where the observed Fe-Al phase dia-
gram in the ¢, T range of our interest was fairly well reproduced by the
MFA calculation with the following values of interactions v, between
n-th neighbours: vy/v; = 0.184, v3/v; = —0.844, v,53 = 0, and the
Fe-Si type model with relatively short-range interactions taken from the
analogous fit for Fe-Si alloys [26] with v, /v; = 0.5 and Up>2 = 0.

We investigated the microscopical structure of different APBs in the
D03 phase, (-APBs and 5-APBs, which correspond to vanishing of local
order parameters ; or 7; in the APB. We have shown that at a ¢-APB
both the local B2 order parameter 7; and the local concentration ¢; have
either a pit (when the ¢, T point is to the left of the curve c+n=0.5
in the ¢,T plane where 79 is the equilibrium value of n at the given
concentration ¢ and temperature T'), or a hump (when the ¢, T point
is to the right of this curve), while for the ¢, T values near the curve
¢+70 = 0.5 this pit or hump is small. ‘Experimental observations showing
faint [111] contrast on (-APBs in the DOg-ordered FezAl type alloys [5, 8]
support this conclusion.

We also simulated phase transformations after a rapid quench of a
disordered BCC alloy (A2 phase) into the D03, A24+D05 or B2+D05
region of the phase diagram, as well as the D03—B2+D03 transition.
We observed a number of microstructural features connected with the
multivariance of the D0 ordering, in particular:

(i) Ordering of the initially disordered alloy quenched to any ¢, T point
below the B2 ordering spinodal, whether it be in the single-phase D03,
two-phase A24-D03 or two-phase B2+D03 region, develops through a
transient B2 ordering, in accordance with the considerations of Allen
and Cahn [1].
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(ii) The network of APBs in a single-phase D03 ordered alloy contains
alot of triple junctions (or triplanar lines in 3D systems) which makes the
APDs much more regular-shaped and equiaxial compared to the ‘swirl-
shaped’ APDs arising under orderings with only two types of ordered
domains, e.g. under B2—D03 ordering [8].

(iii) Due to the above-mentioned topological features of D03 ordering
the ordered precipitates formed under the A2—A2+4D03; phase separa-
tion are much more regular-shaped than the ‘swirl-shaped’ precipitates
formed under the A2—+A2+B2 transition. This difference is accentu-
ated when significant elastic anisotropy is present which results in the
formation of approximately rectangular ordered domains within the dis-
ordered matrix under the A2—A2+D03 transition, compared to the net-
work of elongated rod-like (or plate-like, in 3D systems) precipitates for
the A2—A2+D03 or B2—+B2+D03 transition.

(iv) Under the A2—+A2+D03 phase transition the disordered A2 phase
wets the (-APBs, but this process is notably more sluggish compared to
the wetting of 7-APBs by the A2 phase. However, at later stages of the
A2—A2+D03 transition and in absence of significant elastic effects the ¢-
APBs are mostly wetted by the A2 phase, while the remaining segments
of these APBs become short, and the microstructure includes few or no
extended (-APBs, which agrees with experimental observations [1].

(v) Under the D03—B2+D03 transition the B2 phase wets (-APBs,
in agreement with the observations [4] for Fe-Si alloys.

To illustrate points (i)-(iv) in figures 3 and 4 we show some mi-
crostructures under A2—A2+D03 and A2—A2+4B2 transformations ob-
tained in our 2D simulation for two alloy models, I and II. Model I
corresponds to the Fe-Al type chemical interaction v® and the defor-
mational interaction v? characterized by the reduced elastic anisotropy
parameter B* = 0.3 [11]; for the model II v¢ corresponds to a similar
model used in [12] while v? is the same as in model I. The reduced time ¢’
here and below is tyAB where 7AB is the configuration independent fac-
tor in the probability of an A—B atomic exchange between neighboring
sites per unit time defined in works [15, 16, 17].

The first stage of both A2—+A2+D0; and A2—A2+4B2 transforma-
tions corresponds to congruent ordering at approximately unchanged
initial concentration as discussed in [1, 9] and below. Frame 3a illus-
trates the transient B2 ordered state mentioned in point (i) in which
only 7-APDs separated by 7-APBs are present. Frame 3b shows the for-
mation of (-APDs within initial 7-APDs, and these (-APDs are much
more regular-shaped than the 7-APDs in frame 4b. Frames 3b-3d also
illustrate the wetting of #- and (-APBs by the disordered A2 phase
mentioned in point (iv). Later on the deformational interaction tends to
align ordered precipitates along elastically soft (100) directions [11], and
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Fig. 8 (left) Temporal evolution of an alloy model I described in the text under
A2—+A2+D0; transformation at ¢ = 0.187, T/T. = 0.424 (where T, is the B2 ordering criti-
cal temperature) shown in the n2-representation for the following values of reduced time #':
(=) 10, (b) 30, (c) 100, (d) 500, (e) 1000, and (f) 2000. The simulation box contains 128 x 128
lattice sites. The grey level linearly varies with n? between its minimum and maximum values
from dark to bright.
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Fig. 4 (right) The same as in figure 3 but for the alloy model II described in the text under
A2—A2+B2 transformation at ¢ = 0.35 and T /T, = 0.424.
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frame 3f shows an array of approximately rectangular D0Oz-ordered pre-
cipitates, unlike rod-like structures seen in frame 4f. The microstructure
in frame 3f is similar to those observed under the A2—+A2+D0; transi-
tion in Fe-Ga alloys [2], while the microstructures seen in Fe-Si alloys
under B2—+B24-D0; transition [4] are similar to those shown in frame
4f; the latter agrees with the topological equivalence of the A2—A2+4+B2
and B2—+B2+D03 transitions.

KINETIC FEATURES OF TRANSFORMATIONS
INVOLVING L1, AND L1, ORDERINGS

We employed the KTCFM-based simulations to investigate the fol-
lowing problems.

1. The dependence of microstructural evolution and transient mor-
phologies after a rapid quench of a disordered FCC alloy (A1 phase) un-
der A1-L1;, A1—-5A1+L1, and Al— L1, transformations on the type
of effective interaction between alloy components, in particular, on the
range of the chemical interaction and on the deformational interaction.

2. The microscopical structure and local ordering at various antiphase
boundaries in the L1; and L1g phases.

3. The occurrence of transient congruent ordering under A1— A1+L1,
transformation and the microstructural features of this stage.

In our simulations we used five alloy models with different types of
interaction: the second-neighbor interaction models 1, 2 , 3 and the
Ni-Al type model 4 mentioned in section 2, and the ‘extended-range’
fourth-neighbor interaction model 5 with v, /v1 = —0.5, v3/v; = 0.25,
and vg/vy = —0.125. To discuss the influence of elastic forces on the
Al—Al1+L1; transition we also consider two more models, 2’ and 4/,
which correspond to the addition to the chemical interactions v, = vg of
models 2 and 4 of the deformational interaction v? with the parameters
corresponding to Ni-Al alloys. The simulations were performed in the
FCC simulation boxes of volume V; = L? x H with periodic boundary
conditions. We used both 3D simulations with H = L and quasi-2D
simulations with H =1 (in the lattice constant a units), and all signifi-
cant features of evolution in both types of simulation were found to be
similar.

Simulations of the A1—L1, transformation were made at the stoi-
chiometric concentration ¢ = 0.25 for the five above-mentioned alloy
models. Our results show that the microstructural evolution sharply
depends on the interaction type, particularly on the interaction range
Rin:. For the short-range interaction systems, particularly for model 1
with the smallest R;,;, transient microstructures include mainly the con-
servative antiphase boundaries (APBs) with (100) type orientation [18].
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The distribution of APBs in such systems reveals a number of peculiar
features (most of which can be illustrated by figure 5): characteristic
‘step-like’ APBs with (100) oriented steps and small ledges normal to
them; triple junctions of two conservative APBs normal to each other
with a non-conservative APB; analogous ‘quadruple’ junctions; loop-like
configurations of non-conservative APBs adjacent to conservative ones,
etc. These features agree well with the experimental observations for
CusAu alloy [5, 6]. In the course of the microstructural evolution the
conservative APBs remain virtually immobile, and the evolution is real-
ized via motion of non-conservative APBs and their interaction with the
conservative APBs. This interaction includes a number of specific kinetic
processes which can be followed in figure 5: ‘sweeping’ of conservative
APBs by a moving non-conservative APB (which is seen in the left lower
and right upper parts of frames 5b and 5c); wetting of conservative APBs
by non-conservative APBs (seen in the left upper corner of frames 5b
and 5c); motion of triple junctions of two non-conservative APBs with a
conservative APB along the direction of the latter (illustrated by forma-
tion of two vertical conservative APBs in the right upper part of frames
5c-5e); and a peculiar process of ‘splitting’ of a non-conservative APB
into a conservative and a non-conservative APB with the formation of
triple junction or a new antiphase domain. The latter process can be il-
lustrated by the left upper part of frames 5d-5f. First a non-conservative
APB (nc-APB) seen in the left upper corner of frame 5d moves down
sweeping two adjacent conservative APBs (c-APBs). When it reaches
a triple junction of its adjacent c-APB with two other nc-APBs seen
in frame 5d, the resulting junction of three nc-APBs immediately splits
into two triple junctions, that of a pair of c-APBs with an nc-APB and
that of a c-APB with two nc-APBs, with the formation of a new APD
seen in frames 5e and 5f. The splitting effect is related to very small
energies of the conservative APBs in short-range interaction systems,
and it was observed only in model 1 with the shortest interaction range.

We also studied the influence of non-stoichiometry on the evolution
by simulating the A1—L1; transformation for the second-neighbor in-
teraction model 2 at ¢ = 0.22 and ¢ = 0.32. The APB distribution
does not reveal a great sensitivity to the concentration, but the internal
structure of APBs shows significant compositional changes. The degree
of local disordering of APBs at lower ¢ = 0.22 is notably higher than at
¢ = 0.25, while at ¢ = 0.32 both the non-conservative and conservative
APBs show a significant degree of local ordering of the L1o type.

The microstructural evolution under A1—L1, transition for the fourth-
neighbor interaction models 4 and 5 greatly differs with that for the
short-range interaction systems. Transient microstructures for the Ni-
Al type model 4 include mainly non-conservative APBs, and the APB
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Fig. 5 Temporal evolution of the second-neighbor interaction model 1 with v, /v; = —0.125
under Al1—+L1, transformation shown in the n?-representation for the simulation box size
Vo =642 x 1 at ¢ = 0.25, T = T/v1 = 0.35 and the following values of reduced time
t': (a) 2, (b) 3, (c) 20, (d) 100, (e) 177 and (f) 350. The grey level linearly varies with
n; = nf'- + 772'- + 77:3;‘ between its minimum and maximum values from dark to bright.

distribution reveals only a slight anisotropy. However, the conservative
APBs are also present and make a noticeable effect on microstructures,
which agrees with experimental observations for the NizAl type alloys
[3]. At the same time, the microstructures for the extended range inter-
action model 5 show neither conservative APBs nor anisotropy in the
APB distribution while the triple junctions of APBs form approximately
equiangle configurations characteristic of isotropic systems. These mi-
crostructures are similar to those observed in CuPd alloys [5].

The general features of the evolution under the A1—L1; transition
in the absence of significant deformational effects (in particular, at the
first stages of the transformation) are similar to those under the A1—L1,
transition, but the presence of six types of APDs and two different types
of APBs results in a number of specific effects. To illustrate that, in
figure 6 we show some microstructures under the A1—L1y transition
for the short-range interaction model 2. The comparison with analo-
gous results for the same model under the A1—L1, transition shows
that the tendency to form conservative APBs at stoichiometric ¢ = 0.5
(frame 6b) is more pronounced than at ¢ = 0.25 under A1—L1, tran-
sition, though at off-stoichiometric ¢ = 0.44 (frame 6a) this tendency
is notably reduced. Frames 6c and 6d illustrate the structure of APBs
and reveal a number of differences between the shift-type and flip-type
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Fig. 6 Upper row: Ordered domains for the alloy model 2 with vy /v; = —0.25 under

Al1—L1g transformation for Vy = 642 x 1 at T’ = 0.5, t' = 200 and the following concentra-
tions: (a) ¢ = 0.44, and (b) ¢ = 0.5. Lower row: Profiles of local concentration¢; = &(z) (solid
line) and local order parameters |n1(z)|, |n2(z)| and |ns(z)| (circles, triangles and squares)
at y = 4 for the microstructures shown in frames (a) and (b), respectively.

APBs mentioned in section 4, as well as between the conservative and
non-conservative APBs for each type. Denoting for brevity the first, sec-
ond and third APB from the left in frames 6c and 6d as APB-1, APB-2
and APB-3, respectively, we note that APB-1 is the conservative shift-
type APB, APB-2 is the non-conservative flip-type APB, and APB-3 is
the flip-type APB which is non-conservative in frame 6¢ and conserva-
tive in frame 6d. Therefore, the profiles ¢(z) and |n,(z)| in frames 6¢c
and 6d illustrate the structure of different APBs, in particular, a pecu-
liar local ordering |ns;| = |n2:] within the conservative shift-type APB-1
separating two ns-ordered APDs.

In the presence of deformational interaction the nonlinear in n; Kan-
zaki forces discussed in section 3 induce the tetragonal distortion under
L1y ordering, as well as the microstructural effects related to this distor-
tion, in particular, the ‘tweed’ and ‘twin’ structures which correspond to
the microstructures of (110) oriented stripes of adjacent APDs with al-
ternating (100) and (010) tetragonal axis. The phenomenological theory
of these structures was discussed by Khachaturyan et al [10]. We sim-
ulated the formation of tweed and twin structures under the A1—L1,
transition using the microscopic model of non-pairwise deformational
interactions described in section 3. The simulated microstructures are
similar to those observed in experiments and provide an information
about the microscopical details of tweed and twin formation.
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Fig. 7 Temporal evolution of the alloy model 2 with v /v; = ~0.25 under A1—+A1+L1;
transformation at ¢ = 0.12, T/ = 0.3. Upper frames correspond to 3D simulation with
Vp = 50° shown in the c-representation (grey level linearly varies with ¢; between its minimum
and maximum from dark to bright) for t' = 8.6 (2) and ¢/ = 10 (b). Lower frames correspond
to 2D simulation with V;, = 1282 x 1 shown in the n2-representation for ¢/ = 5.6 (c) and
t' =10 (d).

The simulations of the A1—+A1+L1, transition show that in the ab-
sence of significant elastic interaction the microstructural evolution de-
pends on the interaction type much weaker than that under the A1—L1,
transition. For both short- and extended-range interaction systems the
interphase boundary (IPB) energies are approximately isotropic, in great
difference with the APB energies in the L1, phase which are highly
anisotropic in the short-range interaction systems and virtually isotropic
in the extended-range interaction systems. Because of that the transient
microstructures under the A1—+A1+L1, transition in the systems with
short-range interaction can show anisotropy only at the first stages of
the evolution, when the APBs formed under congruent ordering are not
yet strongly wetted by the disordered phase. Later on this wetting trans-
forms the APBs into IPBs and the initial anisotropy falls off.

The effect of elastic forces on microstructural evolution was studied in
the simulations for models 2’ and 4’ with short-range and extended-range
chemical interactions, respectively. The results of these simulations agree
with the phenomenological description of elastic effects developed by
Khachaturyan et al [11, 27], and our simulations illustrate and specify
many points noted by these authors. In particular, for model 2’ the elas-

170




tic effects are manifested even at early stages of transformation, shortly
after the completion of congruent ordering when the sizes [ of ordered
precipitates are relatively small: [10a, which is related to the short-range
character of chemical interactions. On the contrary, for the Ni—-Al type
model 4’ these effects become noticeable only at the advanced stages of
coarsening when the precipitate sizes become sufficiently large: (50a.
We also consider the problem of transient congruent ordering under
alloy decomposition with ordering discussed by a number of authors
[1, 7, 9]. The presence of this stage under the A1—+A1+L1, transition
was recently questioned as at the early stages of this transition in Al-Li
alloys Haasen et al [7] observed microstructures with neighboring in-
phase ordered domains separated by a disordered layer which seemed to
be incompatible with an occurrence of congruent ordering. To clarify
the problem we made simulations of the A1—+A1+L1, transition under
conditions similar to those of experiments by Haasen et al. In all our
simulations we observed the stage of congruent ordering. At the same
time, both before and after this stage we observed many microstruc-
tures with neighboring in-phase domains, and some of the simulated
microstructures are quite similar to those observed by Haasen et al [7].
This is illustrated by microstructures in figure 7 where the neighboring
in-phase domains can be seen both in the left upper and the right lower
part of frame 7a, as well as in many places of frame 7c. However, these
microstructures correspond to the stages before the completion of con-
gruent ordering, and later on the neighboring in-phase domains coalesce
with each other which is seen from comparison of frames 7b and 7a or
7d and 7c. Therefore, the experiments [7] can correspond to the other
stages of evolution and do not contradict to the occurrence of congruent
ordering. We also discuss the temporal evolution of local concentrations
and local order parameters in the course of congruent ordering. We
show that a depletion of local concentration near APBs begins virtu-
ally simultaneously with the appearance of ordered domains, and after
a completion of congruent ordering the local concentration within APB
is already depleted. Therefore, the commonly used term ‘congruent
ordering’ actually corresponds to the presence of APBs with a locally
equilibrated, depleted concentration rather than to a ‘strictly congruent’
state with an unchanged initial concentration throughout the alloy.
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ABSTRACT

An atomistic kinetic model with a vacancy mediated diffusion mechanism is used to study the precipitation kinetics from a
supersaturated solution. We show that, for a given alloy thermodynamics, varying the vacancy-solute binding energy affects
the contribution of the coagulation process to coarsening both for low and high solute supersaturation. We also observe that
varying the temperature affects the phase separation kinetic pathway in agreement with experimental observations, but at
variance with kinetic simulations carried out with the standard direct exchange dynamics.

INTRODUCTION

When a supersaturated solid solution is quenched below the binodal line, a solute rich phase precipitates
out of a solvent. The kinetics of phase separation are well described by the theories of nucleation, growth
and coarsening [1] in the metastability region, or by the theory of spinodal decomposition in the instability
region [2]. However, these mean field type theories rest on simplifications which make it difficult to take
into account practical features such as the details of the alloy thermodynamics or of the diffusion process.
Ising-like or Potts-like models can well reproduce the alloy thermodynamics, as far as coherent precipitation
is concerned. They consider that atoms are located on a three dimensional rigid lattice and assume that
the alloy internal energy is given by the sum of atomic pairwise interaction energies. Kinetic Monte Carlo
simulations with the direct exchange dynamics, (i.e the Kawasaki dynamics [3]) have mainly focused on
scaling properties [4, 5].

If we realise that the physical evolution of the alloy configuration is nothing but the result of vacancy
jumps on the lattice, the kinetic pathway can be generated provided that the jump frequencies correctly
depend on the alloy configuration. Monte Carlo simulations with a vacancy diffusion mechanism [6, 7] show
that for concentrated alloys, the Lifshitz-Slyozov-Wagner regime (8] is reached much faster than with the
direct exchange dynamic, as a result of enhanced interfacial diffusion by the vacancies. Soisson et al [9]
showed that the vacancy interfacial diffusion enables neighbouring precipitates to migrate. Neighbouring
precipitates were then observed to encounter each other, leading to a coagulation mechanism competing
with the classical evaporation-condensation coarsening mechanism.

In this paper, we examine the influence of varying the ratio of solute to solvent mobilities on the phase
separation kinetics on a b.c.c. lattice by considering an atomistic kinetic model treated by a Monte Carlo
technique. We follow the approach of a recent Monte Carlo study of precipitation of the B2 ordered phase
for which the effect of varying the solute and solvent mobilities was investigated [10]. It was shown, among
other things, that individual vacancies could yield to localized or delocalized ordering depending on the
asymmetry of the solute and solvent mobilities. We put special emphasis on the early stages when solute
atoms are nucleating into small clusters. We also discuss the results obtained with a direct exchange
dynamics, so as to better understand the specific effects of the vacancy diffusion mechanism.

Properties of Complex Inorganic Solids 2, edited by A. Meike et al.
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ATOMISTIC KINETIC MODEL

A rigid lattice with body centered cubic (BCC) structure and periodic boundary conditions is considered.
For computer efficiency atomic positions are given in a rhombohedral frame with one atom per unit cell
and N = L3 lattice sites (L = 64, unless specifically noted). The alloy consists of N4 A atoms, Ny B
atoms and one vacancy V, with N = N4 + N + 1. Interaction energies are taken as pair interactions
€xy between nearest neighbour sites, where X,Y equals A or B. We consider a A — B binary system which
exhibits a miscibility gap below which the solid solution decomposes into A-rich and B-rich phases. The
unmixing transition is of first order and with nearest neighbour interactions only, the critical temperature
is T, =~ = x 0.62 at AgsBgs composition for a negative ordering enery € = €44 + €pp — 2e45. The
equilibrium phase diagram is constructed by Monte-Carlo in the semi-grand canonical ensemble.

The thermodynamic properties of the 4 — V and B — V binaries are determined by their respective
ordering energies €44 and epp (no ghost interactions between atoms and vacancies are considered here:
€av =€y =0 ). From a practical point of view, our system is so highly diluted with respect to vacancies,
that, in simulations with a constant vacancy concentration, the only effect of the asymmetry parameter
U = €44 — €pp on equilibrium properties is to affect the degree of occupation of the vacancy inside A-rich
or B-rich phase domains. For convenience, we define a* = u/e as the degree of asymmetry.

With nearest neighbour interactions only, the parameter a* also determines the binding energy between
a vacancy and a B solute atom in the A-rich matrix. It is defined as the energy difference between the
associated (nearest neighbour) vacancy-solute pair and the dissociated pair embedded in a perfect solvent
matrix. The binding energy between V and B is Eyg = s(1+a*).

The activation energy E5, foran X — V exchange is derived from a broken bond model [11, 12, 18] for
which E}“{, = E;; — E; and where Ey, and E; are the the internal energies at saddle point and in the
initial stable configuration. We have simplified the saddle point contribution by introducing a parameter
¢* to account for the nature of the jumping atom. The activation barrier then writes as the sum of two
contributions. The first one is configuration independent and yields a scaling factor for the jump frequency,
the second one depends on the configuration as given by eq. 1:

act e{ np—a*ng+c* fX=4

Bxv =3 n4 +a*ng ifX=28 )

where n4 and np are the number of A and B nearest neighbours of the atom to be exchanged with the

act
vacancy. Using the rate theory, the frequency of the X — V' exchanges is wx = vexp{ —-Eﬁl , where v is
the attempt frequency. The time unit is chosen as v—1.

RESIDENCE TIME ALGORITHMS

The vacancy jumps form a Markovian process which can be well simulated by a “residence time algorithm”
(RTA) whose general concepts were discussed by Lanore [15]. Here, we use the simpler version introduced
by Young and Elcock [14], for which a transition (here a vacancy jump) is performed at each step and
the time is incremented by the average time the system stays in its configuration. The advantage of the
RTA is to eliminate the numerous unsuccessful attempts that are present at low temperatures in the con-
ventional Metropolis algorithm. This technique has been extended to design higher order residence time
algorithms which similarly eliminate reversal jumps along the correlated vacancy pathways and perform
an efficient vacancy move at each step [16]. The second order algorithm (2RTA) was eventually used for
the low temperature simulations, for which the problem of vacancy reversal jumps on solute atoms is crucial.

TRACER DIFFUSION MEASUREMENTS

Prior to studying the kinetics of phase separation, let us first examine the diffusion properties given by
the present atomistic model for a dilute solid solution. A and B tracer diffusion coefficients are computed
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Figure 1. Evolution of the diffusivity ratio as a function of the degree of asymmetry a* : o, one solute
atom in the computational box, +, two solute atoms, with T=0.32 T,.

with the second order residence time algorithm as a function of the vacancy-solute binding energy. The
simulation box contains 16 sites. The temperature is T=0.32T, and the solubility limit is 2.5x107% at.%

which corresponds to one B atom in the box.

We introduce one or two B atoms in the box and we investigate the effect of varying the vacancy-solute
binding energy (a* varies, c* is set to zero). In figure 1, the ratio Dj /D% is plotted as a function of the a*
parameter. For a* = —1, the vacancy-solute binding energy is zero and we observe that the solute and the
solvent diffuse at the same speed. This is due to the fact that when no solute-solute bounds are present, all
vacancy jump frequencies are equal. When the a* parameter increases, the D% /D ratio increases. This
results from two facts: the vacancy concentration around the solute atoms increases, and the vacancy-solute
exchange occurs more frequently due to the higher activation barrier involving A atoms (= 25“' }. However,
since a vacancy-solute exchange is very probably followed by the equivalent reverse jump, its contribution
to solute diffusivity saturates. For the simulations with two solute atoms, we observe a transient interval
a* € [4,6] for which the diffusivity ratio is larger (B diffuses faster) than as obtained with one solute atom.
If no interaction between the two B atoms takes place, the diffusivity ratio should be equal or lower than
the diffusivity ratio obtained with one solute atom. This effect therefore results from the existence of
diffusion sequences involving the two solute atoms simulataneously. Such sequences have been identified
and are depicted in figure 2. The vacancy jump sequences for the migration of the monomer is also given.
The corresponding migration barriers are given in Table 1, and consider, as the reference state, the vacancy
associated to the monomer or to the dimer. Moreover, the fact that in figure 1, D/D7 stabilizes at a value
larger than half the value obtained with one solute atom for a* > 6 is a further proof of the manifestation
of a specific correlated sequences involving the vacancy and the two solute atoms.

Let us stress that the diffusion models for dilute alloys [18, 19], first developped by Lidiard for the FCC
lattice [20], consider that solute atoms do not interact together and can not account for the diffusion
mechanisms involving more than one solute atom simultaneously. However, these diffusion models show
that the solute diffusivity not only depends on the concentration of the vacancy-monomer first neighbour
pairs {via the binding energy Eyp) but also on the mobility of the vacancy-solute pairs (via the vacancy-
monomer exchange frequency we). Although these jumps, necessary for the monomer to migrate, have
a very low activation barrier (%) in our model, their effect on the solute diffusivity was observed to be
limited. This results from the strong correlations between these vacancy-monomer exchanges and the fact
that two such consecutive jumps leave the alloy configuration unchanged. The diffusion theory for the
dilute BCC alloy [18, 19] shows that the contribution of the vacancy-monomer exchanges (of frequency
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Figure 2. (a) Diffusion of a monomer. When the vacancy-solute binding energy is attractive enough, the
pair can migrate without dissociating by performing the schematized sequences (1-2, 1-2’ or 1’-2’) together
with vacancy-solute exchanges (jump 3). Activation energies are given in Table 1; (b) Diffusion of a dimer.
When the vacancy-solute binding energy is attractive enough, a complex formed by two solute atoms and a
vacancy can migrate without dissociating. When € — u < 0, the most stable position of the complex is the
position schematized in (b). Combination of sequence 1 and sequence 2-3 allows the complex to migrate.
Activation energies are given in Table 1.

Table 1. Various activation energies for the migration of a monomer or a dimer. The activation barrier
corresponding to a vacancy jump depicted in figure 2 is given by equation 1. The cumulated barrier is the
energy difference between the saddle position of the corresponding jump and the configuration as depicted
in figure 2. AF is the energy difference between the configuration after the corresponding jump and the
initial configuration of figure 2. The parameter c* is set to Z€r0.

Jump number | Activation barrier Cumulated barrier AE j
Monomer

; 3T (7w | I(—e=w)
5(e — 6u) 5(—7u) 0

3 %e %5 0

Dimer

1 5(€e — 6u) 5(e — 6u) 0

2 5(6€ + u) 5(6€ + u) H—e+u)

3 Te 5(6¢ + u) 0
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wy) to B tracer diffusion is proprotional to wyfp where the solute correlation factor fp depends on the
dissociative jump frequency ws (from the monomer) according to the following expression:

7F’I.U3

= wy + TFws3 @

fB

where ws is the vacancy-solute dissociative jump frequency and the numerical factor 7F, calculated in [21]
as a function of the frequency ratio wy/wo between a vacancy-solute associative jump and the vacancy jump
in the pure matrix. The numerical factor 7F slightly varies with this frequency ratio and decreases from 7
to 3 when w4 /wo increases from 0 to +oo. With the a* = 0 parametrization, we also have wy = vexp 2—k—7T‘
and wy = v for the two remaining frequencies. The contribution of the vacancy-monomer exchanges to
the solute diffusivity thus saturates when w, is great compared to the dissociative vacancy jump frequency
ws as observed in the simulations when *=0. Since in these simulations, the solute diffusivity is mainly
controlled by the association-dissociation of the vacancy from the monomers, we have introduced the c*
parameter in the activation energy for the B atoms in equation 1 so as to decouple the contribution arising
from the vacancy-solute exchanges to the one arising from the vacancy-solute binding energy.

PHASE SEPARATION KINETIC SIMULATIONS

Since varying the asymmetry parameter o* affects the diffusion properties of solute atoms without modifying
the thermodynamics of the binary A-B, we examine the effect of a* on the clustering mechanism. We
consider a supersaturated solid solution with 8 at.% of solute and at T/T¢=0.12. Two parametrizations

are considered. For the first parametrization, the vacancy-solute binding energy is set to zero (a* = -1).
For the second parametrization, the system exhibits an “attractive” vacancy-solute binding energy: we
set a* = 0. In figure 3, one observes that the decrease of the number of monomers precedes (a* = -1)

or accompanies (a* = 0) that of dimers. At this low temperature, we have observed that the dimers
are very stable so we can neglect the influence of their dissociation on the clustering process. Thus, the
two opposite behaviours observed result from the different mobilities of the monomers and dimers. The
activation barrier controlling the migration of monomers is ‘—26" while the one for the dimer is 2‘;5”.
When a* = 0, the dimers are more mobile than the monomers and they both cluster simultaneously. When
a* = —1, the dimers are less mobile relatively to the monomers. The latter thus precipitates first and the
number of dimers increases transiently. Then the dimers precipitate after sufficient depletion of the matrix

in monomers.

Since varying the ¢* parameter modifies the clustering mechanism, it is interesting to investigate the
influence of this parameter on the degree of advancement of the precipitation as given by the Warren-
Cowley nearest neighbour short range order parameter a;. In figure 4, we have plotted the number of
various n-mers (n < 5) and the a; parameter as a function of time, and we have examined the slope
(n) of logay versus logt in the range 0.1 < o < 0.5. When a* = 0, the various n-mers are clustering
concommitantly leading to a high @ (t) value of n. When a* = —1, phase separation proceeds via the
successive depletion of the n-mers, leading to a lower value for the a;(t) slope.

We now show that the two types of clustering mechanism of the n-mer (i.e concommitant or succes-
sive clustering of the n-mers) may explain the features of experimental resistivity response observed in
Fel.34at.%Cu alloy. The degree of advancement ¢ of the precipitation kinetics in Fel.34at.%Cu system
has been studied using the electrical resistivity measurements of Barbu et al. [22], which give access to the
amount of solute atoms remaining in solid solution. These experiments show that the first stages of the
resistivity responses can be properly reproduced using the Kolmogorov-J ohnson-Mehl-Avrami law (KJMA)

for which the degree of advancement ¢ is function of the time:

£(t) =1—exp (—— (;)") . (3)

where the relaxation time 7 depends on the diffusion coefficient of the system, and the exponent n depends
on the phase transformation mechanism. The KIMA exponents measured experimentally were found to be
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lower than the values predicted by classical theories [23] and were decreasing from 0.8 to 0.4 with increasing
temperature from 670K to 770K.

Assuming that the degree of advancement £ is described by the Warren-Cowley parameter ay, Soisson,
Barbu and Martin [9] showed that the time evolution of &y can be reproduced by the KIMA law and
that the exponent n varies with temperature in the same range [0.4,0.8] exhibiting the same tendency as
observed experimentally. Since the exponent n derived by these authors corresponds, to the slope of log a1
versus log t curves for ; ranging from 0.1 to 0.5, we believe that increasing the o™ parameter or decreasing
the temperature results in the same effect. When the vacancy-solute binding energy is negative, ie. “at-
tractive”, decreasing the temperature increases the vacancy segregation on solute clusters, making them
more mobile relatively to monomers. Figure 5 clearly shows the cluster mobility effect when temperatures
is varied while ¢* = 0 and Cp=3%: we observe that the slope of the curve log a; versus logt in the range
0.1 < @ < 0.5, increases from 0.46 at 0.38T, to 0.73 at 0.18T..

DIRECT EXCHANGE MODEL

Simulations with the direct exchange dynamics are carried out to better identify the specificity of the
vacancy diffusion mechanism. Dobretsov et al. [24, 25] studied the effect of varying the asymmetry of the
pairwise interaction energies with a direct exchange mechanism and the mean field description introduced
in [13]. It was shown that the asymmetry can affect the mobility of antiphase boundaries for the ordering
alloy [24] and coagulation process by the bridge coarsening mechanism for the phase separating alloy {25].
This last study shows that when the asymmetry is varied, a coagulation mechanism occurs and becomes
predominant over the evaporation-condensation mechanism. We now vary the asymmetry parameter in the
Monte Carlo simulations, so as to understand if the coagulation effect observed with the vacancy dynamics
can be recovered with the direct exchange dynamics when the ratio of the solute to solvent mobility varies.
The direct exchange dynamics is implemented as follows: two nearest neighbour atoms are randomly
selected. The activation barrier ch = Esp — Einitial, is computed, where Ey, is the energy of the system
at the saddle position. The activation energy, then, is writen :

B = % [(mp —np) + a* (mp +ng) + C (a*)]. @

where mp and np are the numbers of B nearest neighbours of the A and B atoms, respectively, and
C(a*) = §[Z —1— Za*] + Eg is a a*-dependant constant and includes the constant contribution to the

saddle position E,. The frequency of the A — B exchange is given by rate theory : w = vexp{ —%%} and
the specific residence time algorithm introduced by Bortz et al. [26] is used.
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Figure 6. Simulations carried out with the direct exchange dynamics: (a) Depletion of monomers and
dimers stating from a solid solution with Cp=8at% and T=0.13T, for various a* values (a*=-2 x, a*=-1
0, a*=0 + and ¢*=1 ¢ ) (b): Time evolution of the short range order parameter at different reduced
temperatures for Cg=1at% and a*=0 (% % 0.39, 0 0.31, + 0.21, © 0.16).

Let us stress that the present activation model accounts for the difference of strength of AA and BB
bonds. At variance, the kinetic Ising model correlates the activation barrier to the energy of the final
configuration, and the activation energy is AEfféng = ,1—, (Efinat — Binitiat) + Q where Q is a constant and
Efina and E;p;15 are respectively the energy after and before the jump. It can be easily checked that the
asymmetry parameter cancels out from the activation energy which reduces to :

ABRE = 5 (np —ms) + Q' (5)

where @' is a constant. With such a model, the mobilities of A and B monomers in the B- and A-rich phase,
respectively, are identical: A and B atoms thus play a symmetrical role with respect to the activation energy.

Simulations with varying a*

We investigate the effect of varying the asymmetry parameter on the kinetic pathway in the monomer-
dimer plane. The same simulations as with the vacancy dynamics were carried out at T=0.12T, and with
Cp=8at.%. We observe in figure 6.a that varying the parameter of asymmetry also induces a change in
the kinetic pathway. Since the decrease of the number of dimers starts to accompany that of monomers
for a* > 1 instead of a* > —1 for the vacancy dynamics, the effect appears delayed with respect to a*. So
as to explain this trend, we consider the activation energies for the migration of a monomer and a dimer.
A dimer can migrate by combining dissociation and association moves. The AB exchange leading to the
dissociation has an activation energy of 5(7 — 6a*) and costs more than the associative move £(9 — 6a*).
Compared to the activation energy for the exchange of a monomer 5(8—7a"), dimers start to migrate faster
than monomers when ¢* > 1. This explains the delay of the a*-effect when we compare simulations with
the atom exchange and the vacancy dynamics: with a vacancy diffusion mechanism, the dimers become

more mobile than the monomers when a* > —1.

Complementary simulations were carried out to examine the effect of the asymmetry on the time evolution
of the o) parameter. A similar delay was observed for the effect of varying the asymmetry. This delay is
attributed to the weaker interfacial diffusion with the direct exchange dynamics.

Simulations with varying the temperature

We examine for a given parametrization (a* = 0), the effect of varying the temperature. Simulations were
carried out with Cp=1%. In figure 6.b, the a; curves are represented for various temperatures: we observe
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that the slope of the a; values ranging from 0.1 to 0.5, decreases from 1.36 at 0.38T. to 0.44 at 0.16T..
This tendency is opposite to the one obtained with the vacancy dynamics and to the trend observed exper-
imentally in FeCu [22]. These simulations show that the increasing effect of vacancy interfacial diffusion
when temperature decreases can not be recovered with the direct exchange dynamics.

CLUSTER DISTRIBUTION AND DYNAMICAL PERCOLATION LIMIT

'Here we report additional effects of varying the mobilities, which were observed with both the vacancy and
the direct exchange diffusion mechanism. We have represented the mean cluster size L® as a function

2
of the short range order parameter. We define the mean cluster size as L() = lln"((ll)), where n(l) is the

‘number of clusters containing ! solutes following {27].

For dilute alloys, we observe in figure 7.a (Cp=1at%) that when a* increases from -1 to 1, the mean
cluster size is enhanced for any given value of ;. This means that there are fewer but larger clusters
in the computational box which results from the activation of the coagulation mechanism. Coagulation
therefore broadens the cluster size distributions for both vacancy and direct exchange dynamics. With
the latter dynamics, increasing a*, increases the diffusion in B-rich phase and thus the random motion
of whole solute clusters which is responsible for the coagulation mechanism. In contrast, in the mean
field simulations of Dobretsov et al [25], droplets coagulation was observed for negative values of the a*
parameter. This opposite effect of a* results from the fact that this coagulation mechanism results from
the solute accumulation in solute-enriched and slow-diffusing regions which form bridges between droplets.
Such an effect was not identified in our Monte Carlo simulations at low solute concentration. However, for
grea